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Abstract

The Landsat 7 Image Assessment System (IAS) provides the Landsat-7 Program with the capability to assess
the quality if the Level 0R datasets being distributed to users by the EROS Data Center (EDC) Distributed
Active Archive Center (EDC DAAC) and to calibrate the on-orbit radiometry and geometry of the Landsat-7
Enhances Thematic Mapper + (ETM+) instrument and satellite.  The IAS receives Level 0R products from the
EDC DAAC and processes them to Level 1G.  Data from onboard calibration sources and special geometric test
site scenes are processed to revise calibration (correction and registration) parameters.  The resulting parameters
are provided to the DAAC for generation of Level 1 products and for distribution to users ordering Level 0R
ETM+ data.  The system design presented in this document is based on the requirements contained in the IAS
Element Specification and associated Interface Control Documents.

Keywords: Landsat 7 Image Assessment System (IAS), Geometric calibration,
Radiometric calibration, Evaluation and assessment, EDC Distributed
Active Archive Center (EDC DAAC)
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Section 1.  Introduction

1.1 Purpose

This document describes the preliminary design of the Landsat 7 Image Assessment System (IAS) and will be
used to support the implementation of the system.

1.2 Scope

This document presents the preliminary design for the IAS software configuration components. The scope
includes the globals, subsystems, database, and operational scenarios of the IAS.  The preliminary design is
based on the IAS software requirements, the IAS system design, the IAS Functional and Performance
Specification (F&PS) and the Operations Concept, as well as the various technical studies completed by the
IAS Project.

1.3 Applicable Documents

The following documents contain additional details regarding the IAS, the Landsat 7 System and Project, and
external systems.

1.3.1  Applicable Documents

The following documents contain requirements that impact the IAS design.

1. National Aeronautics and Space Administration (NASA), Goddard Space Flight Center (GSFC), 430-
15-01-001-0, Landsat-7 Image Assessment System (IAS) Element Specification, October 1996.

2. NASA/GSFC, 430-11-06-007-0, Landsat 7 0R Distribution Product Data Format Control Book HDF
Version, July 2, 1996 Review Draft.

3. NASA/GSFC, 430-15-01-002-0, Landsat 7 Calibration Parameter File Definition.

4. NASA/GSFC, 430-L-0002-H, Landsat 7 System Specification, August 1994.

5. Computer Sciences Corporation, Landsat-7 Mission operations Center (MOC) to Image Assessment
System (IAS) Interface Control Document (ICD), November, 1995.

6. NASA/GSFC, 514-11CD/0195, Interface Control Document (ICD) Between the Image Assessment
System (IAS and the Landsat-7 Processing System (LPS), January 31, 1996.

7. Hughes Information Technology Systems, 209-CD-013-003, Interface Control Document Between
EOSDIS Core System (ECS) and the Landsat-7 System, March 1996.

1.3.2  Reference Documents

The following documents contain additional background information related to the Landsat-7 mission and to
the IAS.
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1. NASA, Landsat 7 Level I Requirements, Draft Issue, August 8, 1994.

2. AlliedSignal Technical Services Corporation, Landsat 7 Detailed Mission Requirements, March 1996.

3. Martin Marietta Astro Space (MMAS), Landsat-7 System Image Assessment System Operations
Concept, September 1994.

4. NASA GSFC, 430-11-06--003-0, Landsat 7 System and Operations Concept, October 1994.

5. MMAS, CDRL No. A104, Space Segment Calibration Plan, August 1994.

6. MMAS 23007702, Landsat 7 System Data Format Control Book (DFCB) Volume 4 - Wideband Data,
December 2, 1994.

7. MMAS, CDRL #A058, 23007610A, Landsat-7 Program Coordinate System Standard, Rev. B,
December 1994.

8. United States Geological Survey (USGS)/National Oceanic and Atmospheric Administration (NOAA),
Index to Landsat 7 Worldwide Reference System (WRS), 1982.
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Section 2.  Preliminary Design Overview

This section provides an overview of the IAS preliminary design. It discusses the design methodology, system
overview, and design considerations. This section also describes the open issues having potential impact on the
IAS critical design.

2.1 Design Methodology

This section provides a brief description of the methods used to perform the preliminary design of the IAS,
including the design process and products.

2.1.1 Design Process

The IAS preliminary design was developed using the SEAS System Development Methodology (described in
Applicable SSDM Document) tailored to meet the requirements of the IAS project environment. The IAS
design has been accomplished by performing the following major activities:

• Development of an IAS top level architecture that is based on IAS structured design and conforms to
the selected hardware configuration and constraints.

• Design of the IAS database which is based on the refinement of a logical model of the IAS data.
• Design of a user interface for the IAS, based on software requirements and operations concepts.
• Design of the IAS subsystems using a CASE tool, Cadre/Teamwork, which supports the structured

design methodology.
• Identification of IAS issues which, when resolved, may impact the IAS critical design.

2.1.2 Design Products

Several products are produced as a result of the preliminary design phase of

the IAS. They include:

• A model of the IAS design in the Cadre/Teamwork CASE tool which describes the software design
(For the preliminary design, the structure charts are limited to the main module and its subordinate
modules).  This model includes:
− Structure charts that are graphical representations of the hierarchy of the IAS modules. Structure

charts consist of modules, data and control couples passed between modules.
− Module specifications (M-Specs) that describe what function a module is to perform and how it

performs it.
− A data dictionary that provides definitions for data items in the IAS software design.

• Entity relationship diagrams that define the attributes of each entity and depict the relationship among
entities. In addition, constraints that enforce the integrity of the database are included.

• This Preliminary Design Specification.

2.1.3 Design Conventions
The IAS design is expressed in a notation adapted from E. Yourdon and L. Constantine and supported by the
CADRE/Teamwork CASE tool. The notation is illustrated in Figure 2-1. The notation is consistent with SSDM
standard 4205 but includes these enhancements and exceptions.

• Unit representations on structure charts include only a title; they do not include a purpose statement.
The conditional execution symbol is used for transaction centers as well.

• Signals (UNIX software interrupts) are represented by asynchronous invocation from an off-sheet
connector without source.
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• Special notations are used for IAS Global functions, data units, and database access routines as
illustrated in Figure 2-1g.

2.2  IAS General Overview

As part of the Landsat 7 ground segment, the IAS will perform off-line image quality assessment to verify
adherence to radiometric, geometric and ETM+  specifications. The IAS is also responsible for radiometric and
geometric calibration of Landsat 7.  The IAS’s mission will continue throughout the lifetime of Landsat 7.

The IAS interfaces with the EROS Data Center (EDC) DAAC, Landsat Processing System (LPS) and Mission
Operations Center (MOC).  Consult the appropriate system Interface Control Document (ICD) for more
information concerning a specific interface.

When the EDC DAAC has new holdings that need to be assessed, an order is placed requesting the L0R
product with the EDC DAAC. The EDC DAAC responds to the order by sending the appropriate L0R product
to the IAS.  Upon receipt, the IAS ingests the product and schedules it for assessment.

The IAS may also make requests of the MOC for concentrated ephemeris data and data acquisitions.  The IAS
uses Ephemeris data for Geometric Calibration.

After proper analysis of the products from L0R processing, the IAS generates reports concerning Landsat 7
instrument appraisal.  Additionally, the IAS produces a Calibration Parameter File that provides the values
necessary to properly calibrate the Landsat 7 instruments.  Both of these products are sent to the EDC DAAC
and MOC.  The LPS also receives a copy of the Calibration Parameter File.

2.2.1 Hardware

The IAS hardware will be located along with the LPS, LPGS and the LP DAAC at the Earth Resources
Observation System (EROS) Data Center (EDC) in Sioux Falls South Dakota.  Figure 2-2 presents the IAS
Architecture.

2.2.1.1  IAS Operations System Hardware

The IAS Operations System provides the computing and storage capabilities required for the IAS to Ingest,
Level 1 Processing and Calibration processing.
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Figure 2-1. The IAS Conventions for Detailed Design
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Figure 2-1g. The IAS Conventions for Detailed Designs
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Figure 2-2. IAS Level 0 DFD
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2.2.1.1.1  SGI Origin Server

The SGI Origin Servers are multiprocessor systems designed for distributed computing environments.  Their
parallel architecture is based on a 1.2 Gbyte per second system bus and can support up to 16 Gbytes if RAM
and 16 micro-processors.  The IAS operations machine will initially have 2 Gbytes of RAM.  Among the items
included with the standard subsystem are an Ethernet controller, Versa Module Europena (VME/64) controller,
SCSI controller, parallel and serial ports.

IAS requires a multiprocessor solution to satisfy its computational requirements,  which are beyond the current
capacity of a single processor.

2.2.1.1.2  X-Terms

The Operator Console hardware configuration consists of 2 X-Terminals.  These terminals are used by the IAS
operators to monitor and control processing on the Operations System.  The terminals are connected to the
Challenge XL and Challenge L computers via the Ethernet LAN.

2.2.1.1.3  FDDI LAN

The FDDI LAN will connect the Operations, Landsat 7 I&T and Landsat 7 Development Systems with the
network file appliance and the EDC DAAC.  The LAN is rated at 100 Mbps.

2.2.1.1.4  SCSI Controller

The SCSI 2 controller provides additional ports for the external disk arrays and tape drive.

2.2.1.2  Image Analyst Workstation Hardware

The Image Analyst Workstation HWCI consists of SGI Indigo workstations.  These workstations are used by
the IAS Analyst to perform data and image analysis, anomaly investigation and report generation activities.

These workstations will be connected to the IAS computers via the FDDI LAN.  A secondary Ethernet LAN
connection may be implemented if deemed necessary.  Display resolution will be 1280 x 1024.  These
workstations will have two 4 Gbyte disks and 512 Mbytes of RAM.

2.2.2  Software

The IAS Level 0 Data Flow Diagram (DFD), Figure 2-3, shows the interactions between the major subsystems
of the IAS and the external ground system elements.

The scope and the allocation of requirements for each subsystem was driven by the IAS requirements.  These
requirements have been further divided between operations, hardware and software and analyzed to form this
Preliminary Design Document.

The IAS is composed of five major subsystems.  They are the Data Management Subsystem (DMS), Process
Control Subsystem (PCS), Radiometry Processing Subsystem (RPS),  Geometry Processing Subsystem (GPS)
and the Evaluation & Analysis Subsystem (E&A).  Only the DMS maintains the external interface.
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Figure 2-3. Proposed IAS Architecture
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After the IAS operator has browsed the EDC DAAC and finds a new holding that needs to be assessed, the
operator generates a request for the appropriate  L0R product with the EDC DAAC.  The operator then
generates a work order through the PCS.  The work order specifies the L0R product, processing procedure
parameters and the priority of the work order.

The operator may also generate a request with the MOC for concentrated ephemeris data appropriate to the time
span of the L0R product and send data request for data acquisition.

The MOC sends the requested ephemeris data and MOC reports to a designated directory on the DMS.  The
DMS is responsible for detecting the delivery of file from the MOC.  Once it has arrived, the DMS converts the
ephemeris data to the local format and catalogs it.  The MOC reports are stored for later use.

When the DMS receives a data availability notice from the EDC DAAC concerning the requested L0R product,
it retrieves the product from the EDC DAAC.  The DMS is responsible for verifying the consistency and quality
of the retrieved files.  The DMS retrieves the appropriate work order and updates it so that it contains the
correct file names.  The DMS then sends a data availability notice to the PCS via updated work order.

Upon receiving a notice from the DMS, the PCS schedules the work order for processing, based upon its
priority and system resources.  When a work order is ready for processing, the PCS  sends the necessary
processing parameters to both the RPS and GPS.

The RPS provides Level 1R product generation, radiometric calibration, radiometric characterization and
evaluation from the Level 0R product.  The GPS produces Level 1G products, geometric calibration, geometric
characterization and evaluation from either a Level 0R or Level 1R product.

After radiometric and geometric processing has completed, the work order pauses and the PCS prompts the IAS
Analyst for further action.  The IAS Analyst can then request further analysis to be performed from the E&A
subsystem.

The E&A subsystem supports the IAS Analyst in evaluating and analyzing the performance of the ETM+
instrument and assisting the analyst in anomaly resolution.  The E&A subsystem provides utilities to view
radiometric and geometric processing inputs, intermediate products and results.  It allows the analyst to perform
“what if?” analysis.  The E&A subsystem is also responsible for creating and updating trending data and
generating analysis reports.  The E&A subsystem sends the generated reports to the DMS.  If necessary, the
E&A subsystem also requests the DMS to update the Calibration Parameter File.

The DMS is finally responsible for file system cleanup and for distributing the  IAS reports to the MOC and
EDC DAAC.  The DMS also distributes the updated Calibration Parameter file to the MOC, LPS and EDC
DAAC.

2.2.3  External Interface

As shown by the IAS Context Diagram, the IAS has external interfaces to several other Landsat 7 systems,
including the LP DAAC, MOC and LPS.  The DMS maintains this interface.

The MOC receives requests from the DMS for ephemeris data and data acquisition.  The MOC sends the
requested information to the DMS.  After analysis, the DMS sends to the MOC IAS reports and the updated
Calibration Parameter File.

The DMS sends to the LPS the updated Calibration File.
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The EDC DAAC receives a request for a L0R product from the operator.  Once the product becomes available,
the EDC DAAC sends a data availability notice to the DMS.  The DMS then retrieves the L0R product from
EDC DAAC.

2.3  Design Considerations

This subsection presents the concepts and philosophy that drive the IAS design.

2.3.1  IAS Top Level Architecture Control Strategies

This section defines the rationale behind the IAS control strategy design.  There are three significant areas of
the design.  They are multiple image assessment capability, work order processing and database support.

During preliminary design, a strategy was followed that would allow the processing of multiple L0R products
at the same time.  Consequently, the IAS was developed in a way that would allow parallel geometric and
radiometric processing of multiple L0R products.

To facilitate multiple image assessment processing, a work order system was developed.  It was determined that
a system guided by work orders would provide the easiest mechanism for maintaining control over multiple
processes.  Work orders specify all of the necessary information needed for image assessment, including the
L0R product, input parameters and work order priority.  The current status of image assessment for a given
product can always be determined using the work order identification.

It was also decided that using an RDBMS would be used to support image assessment.  The database will be
used to store both work information and its parameters.  This will make it easier to perform “what if?” analysis.
The database will also act as a repository for trending data which will aid in trending analysis.

2.3.2  Global Library Areas

A library of general purpose functions was defined during preliminary design.  During detailed design, the
scope of the library will be expanded and functionality refined.

2.3.3 Database Interface

A trade-off study resulted in the decision to place all database access through embedded Structured Query
Language (SQL) in separate Database Access Routines (DBARS) that contain little more than the SQL
statements themselves.  The rationale for doing so is that these smaller units run less risk of encountering
compile-time problems with the Oracle embedded SQL preprocessor.

2.3.4 Error Handling Philosophy

The IAS error handling philosophy distinguishes a number of classes of errors. A primary distinction is made
between correctable and uncorrectable errors. The IAS philosophy for correctable errors is to report and handle
the error in the unit that detects it.  Fatal errors cause a process to terminate abnormally and immediately. No
opportunity for recovery exists at the time of the error's occurrence. Catastrophic hardware failures or receipt of
a UNIX SIGKILL signal are events that can cause a process to terminate abnormally. Non-fatal, uncorrectable
errors are those that make further processing impossible but do not abort the process. The process is able to
respond to the error at the time of its occurrence. For fatal errors, the IAS error handling philosophy provides
for error detection by a monitor process. In general, each process that performs a function is invoked and
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monitored by a controlling process.  A fatal error in the functioning process is detected by the monitoring
process.  In most cases, correction after fatal errors is unnecessary; the IAS's state remains unchanged until a
process terminates successfully. An important exception occurs with Level 0R processing. Level 0R processing
involves the concurrent execution of eight processes. During execution, output files are produced incrementally
and database inserts are committed. The abnormal termination of any single process requires explicit operations
to delete output files and delete the inserted database records in order to restore the IAS to a consistent state.
The Level 0R top-level process contains functions that perform these operations. The IAS design treats most
errors as uncorrectable and terminates execution gracefully when the error occurs. This decision is intended to
minimize development costs without impact to system requirements. The decision is feasible because,
operations on the IAS are repeatable. An uncorrectable error that terminates execution is therefore corrected by
repeating the operation that terminated.

Robust error reporting is central to the IAS error handling philosophy for all types of errors. Robust error
reporting consists of detailed error and status messages delivered throughout processing.  IAS error reporting
uses the IRIX operating system's system log services to record all status and error message from the IAS. Each
error and status message is time-tagged and assigned a severity value by the unit that generates the error. To aid
in troubleshooting, each message also contains the name of the unit that generates the error and the source code
line number of the error report function call. The IAS design reports each detected error by the unit that first
encounters the error. The IAS design allows the operator to specify a severity level cut-off that the IAS will use
to filter the messages displayed. Only messages with the specified, or higher, severity will be displayed.

2.3.5 File Maintenance

The IAS design outputs a number of file types as follows:

• Level 0R output files.
• Temporary files created by various IAS software components and deleted at program termination and

analyst’s completion of assessment.

2.4  Open Issues

TBD
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Section 3.  Operational Scenarios

3.1 Introduction

The purpose of this section is to provide an overview of the operational activities expected to be performed in
support of IAS.

3.2 User Operations

There are three types of users:  operator, radiometric analyst, and geometric analyst.  The analysts refines their
knowledge about the instruments onboard the spacecraft.  The operator supports the analysts by processing
image data used in the calibration activity and by monitoring the system.

In addition to typical activities performed over a single day, there are specific activities required during a
calibration period.  The following subsections identifies the activities performed by the analyst and operator for
a typical day and over a calibration period.

3.2.1 One-Day-In-Life of IAS

The following are the functions performed by the analyst:

• examines completed work orders pending analysis review
• performs analysis on completed work orders
• examines work orders pending for intermediate action
• refines intermediate results in work order
• reviews new anomaly reports
• requests data for anomaly resolution
• submits work order for anomaly resolution
• submits work order for science investigation

The following are functions performed by the operator:

• examines list of work orders pending for image product
• orders data from DAAC to satisfy pending work orders
• monitors execution of work orders
• monitors system resources
• generates data acquisition requests for calibration needs

3.2.2 Calibration Activity

The following are the functions performed by the analyst and operator at the initial, intermediate, and final
phases of a calibration activity:

• initial (at start of a calibration period)

– operator generates set of work orders that specify completion date for specific processing schemes over
a 90-day period

• intermediate

– operator examines those work orders pending for image product
– operator requests image product for pending work orders
– analyst analyzes results from those work orders associated with calibration
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• final (at end of a calibration period)

– analyst gathers data from calibration period
– analyst determines if an update to the calibration parameter file (CPF) is needed
– analyst generates CPF
– analyst verifies updated calibration parameter by submitting work orders on input data using updated

CPF

3.3 System Operations and Processing Scenarios

The system operations and processing scenarios present the sequences in with processes are performed by the
system or the operations (operator or analyst) personnel.  The scenarios may be divided into the categories of
system setup, normal operations, and anomaly investigation.  A description of each category is as follows:

• System Setup - activities involved in IAS initialization and configuration

– Ingest Pre-Launch Data
– Define Standard Processing Procedures
– Setup Report Generation Scripts
– Startup System

• Normal Operations - activities performed routinely to accomplish Landsat 7 data processing within the IAS

– Setup Work Order
– Ingest Level 0R Product
– Ingest MOC Files
– Process Work Order
– Review Processing Results
– Perform Calibration
– Transfer Files
– Delete Data

• Anomaly Investigation - activities involved in resolving anomalies

– Rerun Work Order

3.4 System Setup

System setup operations scenarios describe the sequences of user activities involved in IAS initialization and
configuration.

3.4.1  Startup System

The operator brings IAS from a completely powered off state by the following steps:

Step Agent Action
1 Operator Log into work station
2 Operator Start up the main UI window on the work station
3 Operator Initialize the software of the other IAS subsystems

3.5 Normal Operations

Normal IAS operations scenarios describe the sequences of user activities performed routinely to accomplish
Landsat 7 data processing within the IAS.
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3.5.1  Setup Work Order

The steps for creating a new work order are as follows:

Step Facility Action
1 Operator Log onto EDC DAAC
2 Operator Browse EDC DAAC for applicable image product
3 Operator Order image product from EDC DAAC to IAS
4 Operator Create work order for selected image product
5 Operator Specify override for default processing parameters
6 Operator Submit work order

3.5.2  Ingest Level 0R Product

Receipt of level 0R product from EDC DAAC to the IAS occurs automatically.  This section describes the
automatic ingest scenario.  The steps performed to ingest level 0R product from the EDC DAAC are as follows:

Step Agent Action
1 DMS EDC DAAC  Send a data availability notification for a level 0R

product to IAS
2 DMS Receive a data availability notification from the LP DAAC for

level 0R product
3 DMS Creates an image directory
4 DMS Ftps over the files associated with the level 0R product into image

directory
5 DMS Verify the image product for consistency and quality
6 DMS Correct PCD and MSCD
7 DMS Create DDR
8 DMS Locate work order requesting image product
9 DMS Catalog image product
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3.5.3  Ingest MOC Files
Receipt of files from the MOC to the IAS occurs automatically.  This section describes the automatic ingest
scenario.  The steps performed to ingest files from the MOC are as follows:
Step Agent Action
1 MOC Ftp a file to designated directory in IAS
2 DMS Detect file in the MOC ingest directory
3 DMS Wait until the ftp is completed before moving the MOC file to its

permanent location
4 DMS Convert the ephemeris files into their UNIX format
5 DMS Catalog the MOC file

3.5.4  Process Work Order

The initiation of a work order occurs automatically when an ingested level 0R product is associated with a work
order.  The steps for processing a work order are as follows:

Step Agent Action
1 DMS Notify PCS on arrival of image product from DAAC
2 PCS Retrieve work orders that are ready to start
3 PCS Check system resources to see if the work order can run
4 PCS Start a task to process the work order
5 PCS Monitor the work order
6 PCS Detect work order requested halt state
7 PCS Notify analyst for action on work order
8 Analyst Get list of work orders requiring action
9 Analyst Select work order for intermediate action
10 Analyst Change the work order parameters and resume processing or

terminate the work order
11 PCS Start next script
12 PCS Notify analyst the completion of work order

3.5.5  Review Processing Results

3.5.6  Perform Calibration

3.5.7  Transfer Files

Transfer of files from the IAS to other facilities occurs automatically.  This section describes the automatic
transfer scenario.  The steps performed to ingest files from the MOC are as follows: The steps for DMS file
transfer are as follows:

Step Facility Action
1 Analyst Determine that a file should be transferred to one of the output

systems (MOC, LP DAAC, etc.).
2 DMS Detect request for data transfer
3 DMS Obtain location of data file and destination
4 DMS Connect to target host
5 DMS Ftp the file

3.5.8  Delete Data

Data deletion of intermediate files created during the processing of a work order or image product occurs
automatically.  The steps for DMS work order automatic deletion are as follows:

Step Agent Action



REVIEW

3–5

1 Analyst Specify a work order as analyzed
2 Analyst Obtain list of image products for analyzed work orders
3 Analyst Specify an image product ready for deletion
4 DMS Determine image product or work order files scheduled for

deletion
5 DMS Delete directory for image product or work order files

3.6 Anomaly Investigation

3.6.1 Rerun Work Order

The steps for rerunning a work order are as follows:

Step Agent Action
1 Analyst Determine to rerun a work order
2 Analyst Replicate work order (and copy intermediate files)
3 Analyst Modify input parameters for new work order
4 Analyst Modify intermediate file(s)
5 Analyst Specify starting place in new work order
6 PCS The PCS retrieves the work order specification from the database

3.7 Typical End-to-End Scenario

There are eight types of images each with their unique processing procedure.  The end-to-end processing
scenario is essential identical for any type of image.  The steps performed to process an image are as follow:

Step Agent Action
1 Operator Obtain list of data requests for open work orders
2 Operator Review DAAC holding that satisfy data requests
3 Operator Browse data for applicability at IAS
4 Operator Order data for processing at IAS
5 Operator Obtain time span of data request for FDF data
6 Operator Generate data request for concentrated ephem
7 DMS Send data request to MOC
8 Operator Update work order for scene_id & product_id (Create 1G uses

PCD; create 1G uses FDF)
9 Operator Override default parameters for work order
10 MOC Send concentrated ephem (received from FDF)
11 DMS Detect arrival of ephem data from MOC
12 DMS Convert ephem data to local format
13 DMS Catalog converted ephem data
14 DAAC Send notification of data availability (DAN)
15 DMS Retrieve files from DAAC as specified in DAN associated with a

scene_id
16 DMS Verify consistency/quality of retrieved files per scene_id
17 DMS Correct PCD
18 DMS Correct MSCD
19 DMS Locate work order for verified scene_id
20 DMS Update work order with filename
21 PCS Identify work order ready for processing
22 PCS Verify sufficient system resources for work order
23 PCS Submit work order for processing
24 GPS Initialize ETM+ model
25 RPS Process 0R to 1R (Level 1R Processing)
26 GPS Generate 1Gs image
27 GPS Perform GCP correlation
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28 PCS Indicate work order pending analyst's action
29 Analyst Obtain list of work orders pending interactive analysis
30 Analyst Iterate on precision solution
31 Analyst Notify resumption of work order
32 PCS Identify work order ready for resumption
33 GPS Update ETM+ model
34 GPS Generate 1Gt image
35 PCS Indicate work order pending evaluation & assessment
36 Analyst Obtain list of completed work orders
37 Analyst Assess accuracy of geometric work order
38 Analyst Generate geometric accuracy report
39 Analyst Notify analysis status for completed of work order
40 DMS Delete files associated with analyzed work order
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Section 4.  Global Libraries

4.1 Introduction

The IAS will use global libraries to implement communication among subsystems and common functionality in
different subsystems.  The global libraries also contain non-POSIX compliant software which need to be
isolated for future software porting purposes.

4.2 Design Overview

This section provides an overview of the global library design. They are presented along with a discussion of
the considerations used in the design process.

4.2.1 Library Overview

As mentioned before, the global libraries are those candidates that either the functions are shared by IAS
subsystems or the functions are non-POSIX compliant and need to be isolated for future software porting
purposes.

4.2.2 Design Considerations

This subsection presents the design drivers relevant to the global library software design.  The major
assumptions or considerations that influence the design of the global library software are described below:

• All the global library routines are designed so that the application programmatic interfaces (API) will
be kept to a minimum.  On the other hand, the APIs from the global libraries to the operating system
will be transparent when the global functions are implemented.

• Each global function will have its own structure chart and is invoked by the subsystems.

• The naming convention follows IAS software naming convention prefixed with 'xxx' as global
identification.

• The global functions are responsible for deallocating any memory allocated within the global function.

4.3 Library Design

The following sections list IAS global routines that are shared by IAS subsystems, they are categorized into six
sections: User Alarm Logging, Work Order Status Logging, Input Parameter Retrieval, Output Trendind Data,
Ephemeris Data Retrieval, and Build Image Product.

4.3.1 User Alarm Logging

When an application process encounters a severe error requiring attention from the operator, it will call the
xxx_UserAlarm function to forward the error to the user's attention.  xxx_UserAlarm will record the error
message in the database.  Upon operator's request, the user interface will display all active user alarms written
to the database.
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However, when an application process is run outside the IAS Process Control Subsystem (PCS), the
xxx_UserAlarm will call the xxx_Logger to report the alarm to standard output.

4.3.2 Application Status Logging

Application processes will report their status to standard out.  The xxx_Logger function allows the application
process to write a formatted message to standard out that contains the process name, process id, function name,
function line number, time, and message.  This standardized message output will facilitate the querying of the
work order log file.

4.3.3 Input Parameter Retrieval

Application processes will require input parameters to control their execution.  To retrieve an input parameter's
value, the application process will call xxx_GetParam with the parameter's name and the address of where to
store the parameter's value(s).  Upon successful completion, xxx_GetParam returns the parameter's value at the
specified address.

xxx_GetParam retrieves the parameter's value directly from the database.  The database query provides the
parameter value(s), data type, and array size.  xxx_GetParam converts the parameter into the correct data type
and data structure (i.e. array) and returns it to the caller.

However, when an application process is run outside the IAS PCS, the xxx_GetParam will reference
environment variables to retrieve the input parameter values.  In this scenario, the user will request a parameter
file to be generated by IAS which contains the environment variable definitions for the input parameters of a
given work order script.  The user can edit this parameter file and then "source" the file within their script in
order to define the necessary environment variables.  xxx_GetParam retrieves the input parameter's ASCII value
by using the C library's "getenv" function call.  xxx_GetParam converts the ASCII environment variable value
into the correct data type and data structure and returns it to the caller.

4.3.4 Output Trending Data

Application processes will output data for trending by the Evaluation and Assessment Subsystem.  To output a
trending parameter's value, the application process will call xxx_PutTrend with the parameter's name and the
address of where to retrieve the parameter's value(s).  Upon successful completion, xxx_PutTrend will store the
value in the database with reference to the work order identification.

However, when an application process is run outside the IAS PCS, the xxx_PutTrend will output the data to a
trending data file.  The data in this file will be in binary format.
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4.3.5 Ephemeris Data Retrieval

The xxx_GetEphemeris function retrieves ephemeris data (position and velocity vectors) for a given date/time.
xxx_GetEphemeris can retrieve ephemeris from either the PCD file or the FDF definitive (concentrated)
ephemeris file based on the ephemeris file type.  xxx_GetEphemeris retrieves the ephemeris file type via a call
to the xxx_GetParam global function.

4.3.6 Build Image Product
The Radiometric and Geometric Processing Subsystems will generate a level 1R and level 1G products,
respectively.  The Data Management Subsystem will generate a subset of a level 0R product.  Both the input
level 0R product and the output level 1 products are expected to be in HDF.  Thus there will be several
functions available to facilitate the generation of an image product.
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Section 5.  Process Control Subsystem

5.1 Introduction

The Process Control Subsystem (PCS) is responsible for starting, controlling, and monitoring work order
execution.  This section describes the detailed software design for the PCS.

5.2  Design Overview

This section provides an overview of the PCS software design. The relationship between the PCS and other IAS
subsystems is presented, along with a discussion of the assumptions, constraints, and considerations used in the
design process.

5.2.1  Subsystem Software Overview
Figure 5-1 contains the PCS context diagram.  The PCS is responsible for starting, controlling, and monitoring
a work order.  The PCS communicates with other IAS subsystems via the IAS database.  The User Interface
(UI) and Data Management Subsystem (DMS) populate the IAS database with work order setup information.
The operator enters work order procedures, associated scripts, script input parameters, and work order image
id(s).  The DMS reports the ingested data files (e.g. 0R product) on disk and their processing status.  After the
PCS starts a work order, it updates the database with the work order execution status.

The PCS starts a work order after all input files for a work order are successfully ingested and the system
resources are available.  PCS provides for suspension of a work order execution after a script in the work order
completes.  When a work order is halted, the PCS communicates the halt condition to the analyst (via the
database) and polls the database looking for the analyst’s response.  The PCS resumes work order execution at
the analyst specified continuation point.

5.2.1.1  Definitions

The following terms are used throughout the design of the PCS.

Application Program - A program that implements a radiometric or geometric function.  Each application
program has a set of input parameters associated with it.

Work Order Script - A file of shell command language instructions that execute a set of application programs.
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Figure 5-1. PCS Context Diagram
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Work Order Procedure - A set of work order scripts.

Work Order - A work order procedure and a 0R image id.

5.2.2  Design Considerations

This subsection presents the design drivers relevant to the PCS software and the assumptions of the software
design.

5.2.2.1  Design Assumptions

The following assumptions were made in designing the Process Control Subsystem:

A. User Response to Work Order Halt

When a work order is halted, the user can continue the work order at either the next scheduled script,
previous script or future script in the work order.  If continuation is at a previous script, then all scripts
between the continuation and halt position in the work order will be rerun.  If continuation is at a future
script, then all scripts between the continuation and halt position in the work order are marked as
completed.

B. Parallel Work Order Script Execution

Multiple work order scripts can run in parallel.  To specify parallel script execution in a work order, the
user defines the previous script(s) which must complete prior to starting a script.  This enables two scripts
to run in parallel if they both can start after the same script terminates.

A user can respond to a work order halt by continuing a work order at a previous or future script.  In these
two scenarios, it is the user's responsibility to make sure parallel processes are not adversely affected.  It is
not anticipated that the user will perform such sophisticated scheduling, therefore IAS won't be designed
to check for side effects of work order continuation requests.

C. Work Order Script Input Parameters

Work order scripts are not expected to reference input parameters.  A work order script’s application
program(s) will retrieve all input parameters directly from the IAS database via the xxx_GetParam
function call (see description in global library section).

To run a work order outside the IAS system (i.e. without an IAS database connection), the UI will provide
a file which can define all input parameters as environment variables.  Each work order script can "source"
this file to define its environment variables.  xxx_GetParam will then retrieve input parameter values from
these environment variables and not the IAS database.

D. Work Order Script Contents

All application programs are unique within a work order script.  Or, if the same application program is run
twice within a script, then the program will have the same input parameter values for both runs.

E. Work Order Output File Ownership and Privileges

All files created by a work order will default to group read/write access.  These files will be owned by the
user who starts the IAS software and not the user who defines a particular work order.

F. Work Order Default Directory
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A work order’s default directory is the local directory when a work order’s scripts are executed.  Normally,
PCS creates the default work order directory just prior to starting the work order.

A work order’s intermediate files are those files whose names are not defined as a work order input
parameter.  During anomaly investigation, one work order’s intermediate files may be needed as input to
another work order.  In this scenario, a user can use the UI to define a work order’s default directory and
copy intermediate files from a prior work order into the work order’s default directory.

G. Image Subsetting

The DMS will provide an application program and its accompanying work order script to subset a 0R
image.  Hence, to perform image subsetting, the user should specify the image subsetting script as the first
script of a work order and define the subsetting script’s output 0R filename as an input parameter for
subsequent work order scripts.

H.  Memory Management

The IAS is assumed to have 2 GB of real memory and 21 GB of virtual memory.  The PCS will be
designed to only allow a configurable number of work orders to run simultaneously.  This design feature is
a precaution against the unlikely scenario of the IAS running out of virtual memory or having excessive
process swapping.  When more than the configurable limit of works orders are ready to run, the PCS will
use a user assigned priority to select the work order to run.
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Figure 5-2. PCS Task Model
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5.3 Subsystem Design

This subsection provides a detailed description of the PCS software task model selected to implement the PCS
design.  The PCS task model is shown in Figure 5-2.  The PCS is comprised of the Startup IAS Software (PSI),
Work Order Scheduler (WOS), and Work Order Controller (WOC) tasks.  The PSI and WOS tasks run in the
background at all times.  The PSI task starts and monitors all IAS background tasks.  The WOS task is
responsible for polling the database to determine when to start a work order.  To start a work order, the WOS
task performs a fork and exec of the WOC task.  The WOC task is responsible for starting each work order
script, building the work order script environment, monitoring script termination, reporting work order status
and processing a work order halt condition.

5.3.1 Startup IAS Software (PSI) Task
This subsection describes the PSI task software.

5.3.1.1 Task Overview

The user interface starts the PSI task.  The PSI task in turn starts all IAS background tasks.  The PSI task also
monitors IAS background tasks and reports any abnormal task termination to the IAS database.  PSI also reads
and processes any directives received on the PSI socket.  All directives are sent from the user interface.

5.3.1.2 Initialization

The PSI task initialization consists of starting each of the IAS background tasks.  Next, PSI connects to the IAS
database to retrieve PSI socket setup information and then disconnects from the database.  Finally, PSI builds
the PSI rendezvous socket.

5.3.1.3 Normal Operation

During normal operation, PSI performs in a loop until the analyst performs a shutdown.  Inside the loop, PSI
checks for abnormal child termination and any messages (i.e. user directives) on the PSI socket.  On an
abnormal child termination, PSI reconnects to the database and reports the event.

5.3.1.4 Error Handling

The following list shows the types of errors that PSI may encounter and how PSI will process these errors:

Error Action Taken
Can’t connect to IAS DB Report error to IAS s/w log and exit process
Can’t start child process Report error and continue
Can’t build rendezvous socket Report error and exit because another PSI task

already running
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5.3.1.5 Design

This subsection presents the design of the SC that implements the functions of the PSI task.  The structure chart
of the SC is shown in Figure 5-3.  The unit psi_Main is the driver of the SC.  The driver of the SC and
descriptions of the units shown in the structure charts follow:

Input
The input to the PSI task includes the following:

Data Source Purpose
------------- -------------------- ------------------------------
IAS Direct. User Interface Shutdown/restart IAS s/w

Output
The output of the PSI task includes the following:

Data Destination Purpose
---------- -------------------- -------------------------
Event IAS database Alert user of failure

Primary Modules

NAME: psi_Main
TITLE: Startup IAS Software main
BODY: The psi_Main unit begins by calling psi_Init to start the IAS background tasks.  Next psi_Main
performs in a loop looking for any child task termination or any directives on the PSI socket.  A child task
termination is reported to the IAS database.  A directive is processed by the psi_ProcessSocket routine.

PSI breaks out of the main loop when a shutdown directive is received.  A shutdown results in PSI sending
each of the IAS background tasks a SIGKILL signal.  After all children have terminated, PSI exits.
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Figure 5-3. PSI SC Structure Chart
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NAME: psi_Init
TITLE: Initialize PSI task
BODY: The psi_Init unit starts all IAS background tasks and defines a signal catcher.  In addition, psi_Init
connects to the database and retrieves setup information for building the PSI rendezvous socket.  psi_Init then
disconnects from the database and builds the rendezvous socket.

NAME: psi_ProcessSocket
TITLE: Process PSI socket
BODY: The psi_ProcessSocket unit calls xxx_ipc_select to monitor socket activity.  If the rendezvous socket is
active, xxx_ipc_accept is called to establish a new socket connection.  If a message is available on a socket,
xxx_ipc_read is called to read the message on the socket.  psi_ProcessSocket then acts on the message (e.g.
restart a task or initiate shutdown).

5.3.2 Work Order Scheduler (WOS) Task

This subsection describes the WOS task software.

5.3.2.1 Task Overview

The primary job of the WOS is to determine when to start a work order.  To start a work order, WOS starts the
WOC task.  The WOS task also reports the start and stop status of each work order.

5.3.2.2 Initialization

The WOS task initialization consists of connecting to the database and retrieving setup parameters.

5.3.2.3 Normal Operation

During normal operation, the WOS performs in a loop until the analyst manually kills the task.  Inside the loop
the WOS task calls two functions (pws_GetStartableWO and pws_ReapChild) and then sleeps for a
configurable amount of time.  The first function (pws_GetStartableWO) retrieves the work orders that can be
started.  For each work order to start, pws_GetStartableWO calls pws_StartWorkOrder() to start a WOC child
task which is responsible for executing the work order.  The pws_GetStartableWO can start a work order if all
referenced image and ephemeris files are successfully ingested and the number of active work order's is below a
configurable limit (e.g. only 4 active work orders at any one time).  The second function (pws_ReapChild)
checks for terminated WOC child tasks and reports the termination status to the database.

5.3.2.4 Error Handling

The following list shows the types of errors that WOS may encounter and how WOS will process these errors:

Error Action Taken
Can’t Connect to IAS DB Report error to IAS s/w log and exit process
Can’t start child process Set work order state to “abnormally terminated” and

report error
Abnormal child termination Set work order state to “abnormally terminated” and

report error
Can’t read/write IAS DB Report error to DB and IAS s/w log and (continue

or exit depending on error location)

5.3.2.5 Design
This subsection presents the design of the WOS task. The structure chart of this SC is shown in Figure 5-4.  The
unit pws_Main is the driver of the SC.  The driver of the SC and descriptions of the units shown in the structure
charts follow.
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Input
The input to the WOS task includes the following:

Data Source Purpose
--------------------- ------------------- ------------------------------------------
Work Order Setup UI/IAS DB Info. used to schedule

a work order, including work order start state and
input file ingest states

Output
The output of the WOS task includes the following:

Data Destination Purpose
--------------------- ----------------- -------------------------------
Work Order Summary IAS DB Status information about

the work order execution state
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Figure 5-4. WOS SC Structure Chart
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Primary Modules

NAME: pws_Main
TITLE: Work Order Scheduler Main
BODY: To initialize the task, pws_Main calls the pws_Init task to connect to the database, retrieve setup
information and define a signal handler.  Next, WOS executes in a loop until the user initiates an IAS software
shutdown. Inside the main loop, pws_Main calls pws_GetStartableWO to retrieve all work orders which are
ready to start.  For each work order to start, pws_Main calls pws_StartWorkOrder to start the work order.
pws_Main calls pws_ReapChild to monitor work order termination and report the termination status to the
database.  Prior to calling pws_GetStartableWO, a sleep is executed to reduce the system workload.

When a shutdown is performed, WOS receives a SIGTERM signal.  After receiving this signal, pws_Main will
break out of its main loop and repeatedly call pws_ReapChild until all child WOC tasks have completed and
then pws_Main exits.

NAME: pws_Init
TITLE: Initialize WOS task
BODY:  pws_Init connects to the database and retrieves pws_Main setup information.  This information
includes the database polling interval and the maximum work orders to run simultaneously. pws_Init also
defines a signal catcher for catching signals and reporting them to the IAS log file.

If the setup information can't be retrieved, the pws_Init reports the error to the IAS log file and writes an alarm
to the UI before exiting the task.

NAME: pws_GetStartableWO
TITLE: Retrieve Work Order(s) to Start
BODY:  pws_GetStartableWO queries the database (via a stored procedure) for a list of work orders which are
ready to execute. pws_GetStartableWO is responsible for keeping the number of active work orders less than
the configured maximum.  If the number of work orders (in progress or ready to start) exceeds the maximum,
then pws_StartWorkOrder uses the user defined work order priority to identify the next work order to start.  All
work orders ready to start are passed back to pws_Main.

NAME: pws_StartWorkOrder
TITLE: Start WOC task
BODY:  pws_StartWorkOrder starts the work order by performing a fork/exec of the WOC task and providing
the work order id as a command line argument.  After starting the WOC task, pws_StartWorkOrder updates the
IAS DB to indicate the work order has started.

5.3.3 Work Order Controller (WOC) Task
This subsection describes the WOC task.

5.3.3.1 Task Overview

The WOC task is responsible for starting and monitoring each work order script within a work order.  When a
user requests a halt after a work order script completes, WOC will stop further execution of the work order's
scripts until a user’s response is received.

5.3.3.2 Initialization

The WOC task initialization consists of connecting to the database and retrieving setup parameters.  In addition,
if the user has not predefined a default work order directory, then WOC creates the default work order directory



REVIEW

5-13

on the disk partition with the most available disk space.  A signal catcher is also defined to catch and report a
Unix signal.

5.3.3.3 Normal Operation

WOC performs in a loop until the last script in the work order has completed.  Inside the loop, pwc_main calls
pwc_StartNextScript to control the starting of work order scripts and monitor any work order halt request.  This
function is also responsible for terminating the WOC task whenever all work order scripts have executed.  Next,
pwc_main calls pwc_MonitorScript to detect and report any script termination.

5.3.3.4 Error Handling

The following list shows the types of errors that WOC may encounter and how WOC will process these errors:

Error Action Taken
Can’t connect to IAS DB Report error to IAS s/w log and exit process
Can’t start work order script Set work order script state to “abnormally

terminated, report error, and exit failure
Abnormal work order script termination Set work order script state to “abnormally

terminated, report error, and exit failure
Database read/write error Report error to WOC log and IAS s/w log and exit

failure

5.3.3.5 Design

This subsection presents the design of the WOC task. The structure chart of this SC is shown in Figure 5-5.
The unit pwc_Main is the driver of the SC.  The driver of the SC and descriptions of the units shown in the
structure charts follow.
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Figure 5-5. WOC Task Design
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Input
The input to the WOC task includes the following:

Data Source Purpose
----------------------- ------------------ ----------------------------------
Work Order Setup UI/IAS DB Information used to execute

a work order, including
script names and input 0R
image names

Work Order  UI/IAS DB Continue a work order
Continuation at a specific work order
Directive script

Output
The output of the WOC task includes the following:

Data Destination Purpose
------------------------ ---------------- -----------------------------
Work Order Summary IAS DB Status information about

the work order

execution state

Primary Modules

NAME: pwc_Main
TITLE: Work Order Controller main
BODY: On startup, pwc_Main calls the pwc_Init to connect to the database and retrieve the sequence of work
order scripts to
execute.  Next pwc_Main executes in a loop until all work order scripts have executed.  Inside the loop,
pwc_Main calls two functions.  pwc_ScheduleNextScript is called to start the next work order script and
monitor any work order halt condition.  pwc_MonitorScript is called to monitor and report a work order script
termination.

Most of the time, the pwc_Main loop will not process any activity.  To reduce CPU usage, a sleep system call
will be inserted in the pwc_Main loop.  The sleep period will be configurable.

NAME: pwc_Init
TITLE: Initialize WOC task
BODY: The pwc_Init function connects to the database and retrieves the work order's sequence of scripts and
other ancillary data  to support work order execution.  pwc_Init also defines a signal catcher for catching signals
and reporting them to the IAS log file.  If the user has not defined a default work order directory, then pwc_Init
identifies the IAS disk partition with the most available disk space and creates a work order default directory on
that disk.

NAME: pwc_ScheduleNextScript
TITLE: Identify Next Script to Start
BODY: The pwc_ScheduleNextScript function begins by checking if the work order is in the halt state.  If its
halted, the database is queried to identify a user response to the halt.  The user response indicates either the
continuation point in the work order or a work order abort.  If the work order is to be continued at a previously
executed script, then all scripts between the restart point and the original halt point must be rerun.  For these
processes to rerun, their "accounting" must be cleared from internal memory structures and the database.  If the
work order is continued at a future script in the work order, then all script "accounting" in internal memory and
the database are updated to mark the scripts as "completed".
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After checking and processing a halt state, pwc_ScheduleNextScript will check for any script which can be
started.  A process can start if its dependent script(s) have completed and the work order is not currently halted.
To start a work order script, the pwc_StartScript function is called to fork and exec the script.

NAME: pwc_MonitorScript
TITLE: Check WO Script termination
BODY: The pwc_MonitorScript function checks for a child task termination and reports the status to the
database.

5.4  Subsystem Internal Files

This subsection presents a discussion of the structure and format of internal files generated and used by the IAS
software.

5.4.1  IAS Software Log File

The IAS software log file is used by all IAS tasks to record information related to errors or exceptions
encountered by the application software.  This file is intended as an aid for identifying exceptions encountered
by the application software.

5.4.1.1  Naming Convention

The name of the IAS software log file is constructed by concatenating the host name of the machine with the
ASCII string "-log".  For example, the software log file name for a machine with a host name of ias1 is known
to all IAS software takes as "ias1-log".

5.4.1.2  Logical Format and organization

The IAS software log file is organized as a collection of variable size records, where each record is an ASCII
string containing information relevant to the encountered exception.  As a minimum each message of record in
the log contains the date and time of the exception,  the three-letter acronym of the IAS task that generated the
message, the operating system process ID, and the name of the source file including the line number that
generated the message.  This generic information is then followed by an ASCII message continuing a brief
description of the problem along with additional pertinent process-specific information.
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5.4.1.3  Physical Format and Organization

This location of the log file is defined in an IAS database table entry.

5.4.1.4  File Operations

This subsection describes the operations performed on the IAS software log file.

• File creation - If the file does not exist, the PCS task creates it as part of the application software
initialization and writes the header.

• File read - This file is read by any of the IAS software tasks.

• File write - All IAS software tasks can write to the IAS software log file.

• File delete - The IAS software log is not deleted by the IAS software automatically.  A system administer
will delete or shorten the file as needed.

5.4.1.5  Access Control

All IAS software tasks access this file in a write-only mode. Suitable locks are used by the IAS software tasks
to ensure mutual exclusion while accessing the IAS software log file.  All other users have read-only access to
the software log file.

5.4.2 Work Order Log

The work order log contains all messages written to standard out by a work order’s scripts and application
programs.  There is a unique work order log for each work order.

5.4.2.1 Naming Convention

The work order log filename will contain the work order id with a “.log” appended to it.

5.4.2.2 Logical Format and Organization

The work order log file is organized as a collection of variable size records, where each record is an ASCII
string containing status information about the work order run.

If the global library function xxx_Logger is used to write information to the work order log file, then each
record in the file will contain the same format.  Each record will have the date and time of the message, task
name, operating system process id, name of the source file including the line number and the message.

5.4.1.3  Physical Format and Organization

The work order log file is located in the work order default directory.

5.4.1.4  File Operations

This subsection describes the operations performed on the work order log file.

• file creation - The file is created by WOC prior to starting the first work order script.

• file read - This file is not read by IAS software.
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• File write - All work order scripts and application programs can write to the work order log file.

• File delete - The work order log file is deleted by the DMS subsystem whenever the work order is deleted.

5.4.1.5  Access Control

All work order scripts and application programs access this file in a write-only mode. Suitable locks are used by
the xxx_Logger global routine to ensure mutual exclusion while accessing the work order log file.
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Section 6.  Data Management Subsystem

6.1 Introduction

The Data Management Subsystem (DMS) provides file ingest, resource monitoring, file deletion, and file
transfer.

6.2  Design Overview

This section provides an overview of the DMS software design.  The relationship between the DMS and other
IAS subsystems is presented, along with a software task model representing the interdependency among DMS
software components and a discussion of the assumptions, constraints, and considerations used in the design
process.

6.2.1  Subsystem Software Overview

Figure 6-1 contains the context diagram of DMS.  As shown, DMS interfaces with the LP DAAC, MOC, LPS
and IAS database.  The DMS receives the level 0R product from the LP DAAC; the DMS sends the calibration
parameter file (CPF) and reports to the LP DAAC.  The DMS receives ephemeris data and reports from the
MOC; the DMS sends data acquisition request, ephemeris request, CPF, and reports to the MOC.  The DMS
sends CPF to the LPS.  The DMS communicates with other subsystems via the IAS database.

Initially, the LP DAAC sends a Data Availability Notice (DAN) to the IAS when a level 0R product is
available.  The DMS processes the DAN and retrieves the files listed in the DAN.  The DMS performs
verification and quality checking on the image product.  In addition, the DMS corrects the PCD and MSCD
associated with the image product.  Once the DMS has preprocesses the image product, it will associate it to a
work order that defines the processing for the image product.

The MOC sends files to a designated directory in the IAS.  The DMS scans this directory periodically for newly
arrived files.  When DMS detects a new file, it moves the file to an appropriate directory.  If the file is
ephemeris data, DMS converts it to a binary form for use by GPS.

The DMS polls the IAS database for data transfer request.  When it finds a pending transfer request, DMS
retrieves the location of the file and the destination facility.  Then the DMS sends the file.



REVIEW

6-2

Figure 6-1. DMS Context Diagram
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The DMS polls the IAS database for data delete request.  When it finds a pending delete request, DMS retrieves
the name of the image directory or work order directory and deletes the directory.  In addition, the DMS also
monitors the disks and reports to the operator when a threshold was exceeded.

Some work orders will require a subimage.  The PCS, via work order, will request a subimage of an image
product.  The DMS extracts the desired subimage from an image product and places the results in the work
order directory.

6.2.2  Design Considerations

6.2.2.1  Design Assumptions

This subsection presents important assumptions at this point in the design.  These assumptions impact software
design and remain in effect until notified otherwise.

• The MOC will copy files to a MOC ingest directory.  When the file size has not increased for a specified
time period, the DMS will assume that the file transfer is complete.

• The DMS will receive a DAN message notifying DMS where to retrieve 0R products from the LP DAAC.

• The DMS will not write out any intermediate messages to database while ingesting files from the LP
DAAC or MOC.

• The DMS task will automatically copy files to a target facilities.

6.2.2.2  Subsystem Support of Operational Scenarios

Table 6-1 maps the DMS-related operational scenarios to the supporting tasks.  These scenarios are presented in
Section 3 of this document.

Table 6-1. DMS-related Operational Scenarios

Operational Scenario Supporting Tasks
-------------------- ------------------
Data Delete RM
Ingest LP DAAC files ID, DM
Ingest MOC files IM
Transfer Files FT, DM
Subsetting for Work Orders IS script/IS task

6.2.2.3  Software Reuse Strategy

This subsection identifies external components that may be reused by the DMS as well as components of the
DMS software that may be useful to other IAS subsystems.

• The low-level socket management modules and some database modules will be reused from the Pacor II
system.

• The egftp shareware software will be used for the ftp functions.
• The HDF shareware software will be used for reading and writing 0R product files.
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6.2.3 Subsystem Error Handling

This subsystem addresses the errors and processing exceptions that may be encountered by DMS.  The system
response to each of the errors and the severity classification of each error is described.

Each task with in the DMS will establish an error handler at start up.  The handler will capture all the fatal
UNIX signals that indicate that the task is aborting abnormally.

SIGABRT - used by abort
SIGALRM - alarm clock
SIGFPE  - floating point exception
SIGHUP  - hangup
SIGILL  - illegal instruction (not reset when caught)
SIGINT  - interrupt
SIGPIPE - write on a pipe with no one to read it
SIGQUIT - quit (ASCII FS)
SIGSEGV - segmentation violation
SIGTERM - software termination signal from kill

When one of these signals is capture by a task, the handler will write out an error message to the IAS error log,
via xxx_LogError, indicating what signal caused the task to abort.   The task will then disconnect from the
database and exit out with EXIT_FAILURE status.

The IAS S/W Control task will then reap the dead tasks status and generate an event to the user interface telling
the analyst that the task has aborted.  It is up to the analyst then to restart the task up again.

6.2.4  Open Issues

This subsystem presents important issues that remain unresolved at this point in the design phase.  These issues
impact the software design and will not be resolved during the detailed design .  The open issues are to be
supplied (TBS).

6.3 Subsystem Design

This subsection provides a detailed description of the DMS software task model selected to implement the
DMS design.  The DMS software is designed as a single software configuration item (SWCI) that satisfies all
the data management requirements imposed on the IAS.

The transforms presented in the DMS essential model are grouped into six independent tasks that execute
concurrently.  The DMS task model, shown in Figures 6-2 and 6-3, consists of the following tasks: Data
Manager (DM), the Ingest 0R Files (ID), and Format Transmit (FT),  Ingest MOC Files (IM), Resource
Manager (RM), and Image File Subsetter (IS).  The design of each DMS software task consists of a single SC.
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DMS Task Model (1 of 2)
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Figure 6-3. DMS Task Model (2 of 2)
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The DM task activates and monitors tasks to retrieve 0R products from the LP DAAC and transmit reports and
files to other facilities.  When DM receives a DAN from the LP DAAC, DM execs off a ID task to ingest the 0R
file.  The ID task ftp gets the 0R product from the LP DAAC and then preprocess the 0R product.  When a file
transmission request is made, DM execs off the FT task to transmit the file to the target facility.  The IF task
ftp-put the requested files to the target facility.

The IM task monitors the MOC directory for new files.  When the task detects a new file, it then ingests the
new MOC file by moving it to a permanent location.  For the ephemeris file, the IM task will convert it after
moving it to its permanent file location.

The RM task monitors the disk volumes, compares the 0R products and work orders for database
inconsistencies  (i.e. work order directory is delete by the analyst using UNIX rm -r command so the database
needs to be updated), and deletes 0R product directory or work order directories when a delete request is
received.

The IS task extracts a subimage from a image product for use by RPS and GPS.

The key objective used in the task-level design was to identify the primary services required of DMS software
and to evaluated their implementation as sequential or concurrent activities relative to each other.  The six tasks
(DM, ID, FT, IM, RM, IS) were selected as candidates for implementation as concurrent processes.

Also part of the DMS task model are the global data stores that contain information used by tasks for
performing the required functions and communicating with other tasks.  The DMS software design uses a local
COTS database to store and manipulate information about received image files, products, and reports generated
from the received input files.  The database contains setup and configuration information needed by the DMS to
perform its required functions.

The description of each task is presented in the following subsections.  This description consist of a functional
overview, initialization, normal operation, error handling, and design of the task.

6.3.1  Data Manager (DM) Task

This subsection describes the operation and design of the DM task software.

6.3.1.1  Task Overview

The DM task activates and monitors tasks to retrieve 0R products from the LP DAAC and transmit reports and
files to other facilities.  When a Data Availability Notice (DAN) is received in from the LP DAAC, a ID task is
started to ingest the 0R product listed in the DAN.  If the user requests a file transfer, the FT task is started to
transfer files listed in the request.  It is invoked at system startup by the PSI task software.

6.3.1.2  Initialization and Configuration

The DM task initialization consists connecting to the database,  retrieving IAS configuration information,
creating a signal handler for the task, and creating a rendezvous socket for the LP DAAC.  The database file
transfer requests will be reset to "Pending", so that any files that were interrupted during abort/shutdown will be
transferred by the FT task.  Any Errors encountered during task initialization result in the DM task's exiting
prematurely.
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6.3.1.3  Normal Operation

The DM task activates and monitors possibly several instances of ingest element (ID child task) and a
distribution element (FT child task).  When a LP DAAC DAN request is received, the ID task will be started to
retrieve and process the 0R product.  When a file or report needs to be transmitted, the FT task will be started to
transmit the file or report to the requester.

During normal operation, the DM task loops until a IAS shutdown directive is received.  The loop processes a
child task termination, establishes a physical socket connection with the LP DAAC, gets 0R products, and ftps
data to facilities.

When a child process terminates, the DM task sends a Process Completion Notification.

The DM task will start a ID task for each DAN received from the LP DAAC.

The DM task will poll the database for transfer requests by the analyst.  A FT task will be started to process the
transfer request(s).

6.3.1.4  Error Handling
The DM task will establish a signal handler at start up.  This handler will capture all fatal UNIX signals that will
cause the DM task to abort.  The signal handler will allow the DM task a gracefully way to exit out by writing
out a error message, killing all its clients (i.e. ID and FT), and disconnecting from the database before
terminating.
When the ID and FT clients terminate, the DM task will check the exit status of the task.  If the task abnormally
terminates, the DM task will indicate that the task function (ingest or ftp) has failed.

The main error conditions for the DM task are as follows:

• Can't read LP DAAC socket
– The message will be dumped to the IAS log file, via xxx_LogError, as a hex dump and the socket

closed.

• LP DAAC socket closes
– The DM task will close its socket and wait for another connection from the LP DAAC.

• Database goes down
– The task will have to be restarted, since a database connection is only done in the initialization unit.

6.3.1.5  Design

This subsection presents the design of the DM task.  The structure chart of the SC is illustrated in Figure 6-4.
The unit ddm_Main is the main driver of this SC.  The driver of the SC and descriptions of the units shown in
the structure charts follow.

Control

The Control input to the DM task includes the following:
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Data From Purpose
-------------- ------------------ - -------------------
DAN LP DAAC Information about the contents

of an available 0R product sent to DMS
File requests DMS Transmit  reports and/or files

Primary Modules

NAME: ddm_Main

TITLE: Data Manager
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Figure 6-4. DM Task Design
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BODY: The ddm_Main routine executes the initialize DM task (ddm_Init) routine to connect to the database.
After a successful initialization, the ddm_Main routine loops until the IAS application is shutdown.  The
ddm_Main routine checks the DAAC socket (ddm_DAACSocket) to see if any DANs have been sent.  If no
DANs are on the socket, ddm_Main check for any terminated child processes (ddm_Reapchild).  If no dead
children are found, ddm_Main check the database to see if any reports or data needs to be transmitted
(ddm_XmitData).

If an error is encountered, an error message is logged to the IAS error log and a Error Notification is sent to UI.

NAME: ddm_Init

TITLE: Initialize DM Task

BODY: The ddm_Init routine connects to the database, creates a signal handler for the task, retrieves IAS
configuration information, obtains the port number of the DAAC rendezvous socket from the database, and
creates the LP DAAC rendezvous socket.  The ddm_Init routine will then reset the file transfer requests to
"Pending", so that any files that were interrupted during abort/shutdown will be transferred by the FT task.
Upon successful initialization, ddm_Init writes an Initialization Notification to the database.

If an error is encountered, ddm_Init will write the error to the IAS error log, send an Error Notification to UI,
and exit.

NAME: ddm_DAACSocket

TITLE: Check the LP DAAC Socket For Connections or DANs

BODY: The ddm_DAACSocket will first check the status of the rendezvous  socket (xxx_ipc_select).  If a
connection has been detected, the ddm_DAACSocket accept the socket connection (ddm_Accept).  If a socket
have data on it, the ddm_DAACSocket will call xxx_ipc_read to read each DAN message off the socket.  The
ddm_DAACSocket routine will then call ddm_Get0RFiles start up the ID task which will ingest the 0R
products listed in the LP DAAC DAN.

If the message is unknown, or if an error is encountered, an error message is logged to the IAS error log and a
Error Notification is sent to UI before returning to the calling unit.

NAME: ddm_Accept

TITLE: Accept a Socket Connection Request on a Rendezvous Socket

BODY: The ddm_Accept routine will accept socket connections to the error logging rendezvous socket.

If an error is encountered, an error message is logged to the IAS error log and a Error Notification is sent to UI
before returning to the calling unit.

NAME: ddm_ReapChild

TITLE: Check for Any Terminated Child Processes and Perform the Necessary Cleanup of the Process

BODY: The ddm_ReapChild routine first checks to see if any child have died.  If a dead child is detected the
ddm_ReapChild routine determines whether a child process has terminated (successfully or unsuccessfully).  If
the child aborted, the ddm_ReapChild will update the database to indicate that the task (ID or FT) failed.

If an error is encountered, an error message is logged to the IAS error log and a Error Notification is sent to UI.
NAME: ddm_XmitData

TITLE: Transmit Reports and data files
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BODY: The ddm_XmitData routine checks the database (xdb_XmitRequests) to see if any reports and files
need to be transferred.  If a report or file is found then needs to be transferred the ddm_XmitData routine will
start up the FT task to process the transmission request.

If an error is encountered, an error message is logged to the IAS error log and a Error Notification is sent to UI.

6.3.2  Ingest 0R Files (ID) Task

This subsection describes the operation and design of the ID task software.

6.3.2.1  Task Overview

The ID task processes a DAN received from EDC DAAC and retrieves the files listed in the DAN.. It is invoked
by the DM task software

When a DAN is read in from the LP DAAC, a ID task is started to ingest the 0R product.

6.3.2.2  Initialization and Configuration

The ID task initialization consists connecting to the database, create a signal handler for the task, and retrieving
IAS configuration information from the database.  Any Errors encountered during task initialization result in the
ID task's exiting prematurely.

6.3.2.3  Normal Operation

The ID task is be started by DM task each time a new DAN is received from the LP DAAC.  The ID will
retrieve all 0R files listed in the DAN.  It will then verify the files and quality check them.  It will correct the
PCD and MSCD files.  The 0R product will then be checked against the work order list to see if the 0R product
is associated with at least one work order.

6.3.2.4  Error Handling

The ID task will establish a signal handler at start up.  This handler will capture all fatal UNIX signals that will
cause the ID task to abort.  The signal handler will allow the ID task a gracefully way to exit out by writing out
a error message and disconnecting from the database before terminating.

The main error conditions for the ID task are as follows:

• UNIX errors creating directories
– The ID task will write out the error encountered and give up on the operation.  However, if this activity

is happening it is likely that the disk is crashing and the hole system is in trouble.

• FTP problems
– Since the task can't ingest 0R product from the LP DAAC without, the task will exit out.

• A HDF file error
– If HDF errors are encountered while trying to read, write, modify the 0R product, the task will exit out.

• Database goes down
– The task will have to be restarted, since a database connection is only done in the initialization unit.
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6.3.2.5  Design
This subsection presents the design of the ID task.  The structure chart of the SC is illustrated in Figures 6-5.
The unit did_Main is the main driver of this SC.  The  driver of the SC and descriptions of the units shown in
the structure chart follow.
Input

The input to the ID task includes the following:

Data From Purpose
-------------- ------------------ --------------------
0R product LP DAAC Level 0R image files

Control

The Control input to the ID task includes the following:

Data From Purpose
-------------- ------------------ --------------------
DAN LP DAAC Information about the contents

of an available 0R product
sent to DMS

Output

The output from the ID task includes the following:

Data To Purpose
-------------- ------------------ --------------------
0R product PCS Level 0R image files

Primary Modules

NAME: did_Main

TITLE: Ingest 0R files

BODY: The did_Main routine executes the Initialize ID Task (did_Init) routine to connect to the database.
After a successful initialization, the did_Main routine calls create the image directory (did_CreateDirectory) to
create the image directory.  The get 0R image (did_GetImage) routine is then called to ftp over the 0R files.
The preprocess 0R product (did_Preprocess) routine is then called to preprocess the image file.  The 0R product
will then be checked against the work order list (did_CheckForWO).
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Figure 6-5. ID Task Design
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If an error occurs in did_Main, an error message is logged to the IAS error log and a Error Notification is sent to
UI.  did_Main then exits with a failed status.

NAME: did_Init

TITLE: Initialize ID Task

BODY: The did_Init routine connects to the database and retrieves IAS configuration information from the
database.  The routine will then create a signal handler for the task.  Upon successful initialization, did_Init
writes an Initialization Notification to the database.

If an error is encountered, did_Init will write the error to the IAS error log, send an Error Notification to UI, and
exit.

NAME: did_CreateDirectory

TITLE: Create The Image Directory

BODY: The did_CreateDirectory routine creates the image directory.

If an error occurs in did_CreateDirectory, an error message is logged to the IAS error log and a Error
Notification is sent to UI.  did_CreateDirectory then returns with a failed status.

NAME: did_GetImage

TITLE: Get 0R product

BODY: The did_GetImage routine ftps over the 0R files listed in the DAN into the directory.  If all the files can
not be ftp over, the task will try again a conFigured number of times.

If an error occurs in did_GetImage, an error message is logged to the IAS error log and a Error Notification is
sent to UI.  did_GetImage then returns with a failed status.

NAME: did_Preprocess

TITLE: Preprocess 0R product

BODY: The did_Preprocess routine preprocesses the 0R product  file.  Depending on the file type,
preprocessing can include:  validating the file, correcting the spacecraft time, generating a sensor pointing
model, calculate the spacecraft position and velocity, evaluating the quality of the 0R product, extracting the
PCD data from the 0R product, and creating a data description record from the 0R product.  When all the
preprocessing has completed, the did_Preprocess routine will update the database will the preprocessing
information.

If an error occurs in did_Preprocess, an error message is logged to the IAS error log and a Error Notification is
sent to UI.  did_Preprocess then returns with a failed status.

NAME: did_CheckForWO

TITLE: Check 0R Product Against Work Order List

BODY: The did_CheckForWO routine checks the 0R product against the work orders.  If no work order is
waiting for this 0R product, then an Image Not Associated With Work Order Notification will be sent to the UI.
If an error occurs in did_CheckForWO, an error message is logged to the IAS error log and a Error Notification
is sent to UI.  did_CheckForWO then returns with a failed status.
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6.3.3  Format Transmit Data (FT) Task

This subsection describes the design of the FT task software.

6.3.3.1  Task Overview

A FT task processes a transfer request.  For each file in the transfer list, it ftps a file to the designated facility.  It
is invoked at by the DM task software

6.3.3.2  Initialization and Configuration

The FT task initialization consists connecting to the database, creating a signal handler for the task, and
retrieving IAS configuration information from the database.  Any Errors encountered during task initialization
result in the FT task's exiting prematurely.

6.3.2.3  Normal Operation

When a file(s) needs to be transmitted, the FT task will be started by DM task to transmit the file to the
designated facility.  The FT task first updates the status to "Starting to transmit" in the database and retrieves all
the file information necessary to transmit the files over to the target facility.  The FT task then ftps the file(s)
over to the target facility using the egftp library units.  After the files are transferred over, the database will be
updated to indicated that the files were transferred.

6.3.3.4  Error Handling

The FT task will establish a signal handler at start up.  This handler will capture all fatal UNIX signals that will
cause the FT task to abort.  The signal handler will allow the FT task a gracefully way to exit out by writing out
a error message and disconnecting from the database before terminating.

The main error conditions for the FT task are as follows:

• FTP problems
– If the task can't ftp over the file to the target facility, the task will exit out.
– If the task can't find the file, the file will be skipped.

• Database goes down
– The task will have to be restarted, since a database connection is only done in the initialization unit.

6.3.3.5  Design

This subsection presents the design of the FT task.  The structure chart of the SC is illustrated in Figures 6-6.
The unit dft_Main is the main driver of this SC.  The  driver of the SC and descriptions of the units shown in
the structure chart follow.

Control

The Control input to the FT task includes the following:

Data From Purpose
-------------- ------------------ --------------------
File requests DMS Generate reports and/or

transmit files
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Figure 6-6. FT Task Design
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Output

The output from the FT task includes the following:

Data To Purpose
-------------- ------------------ --------------------
Cal_Padrm_File LP DAAC/MOC/LPS Analyst requested calibration

parameter file
Cal_Sched_req MOC Analyst requested calibration

schedule request
Reports LP DAAC/MOC/MMO Analyst requested reports

Primary Modules

NAME: dft_Main

TITLE: Format Transmit Data

BODY: The dft_Main routine executes the initialize FT task (dft_Init) routine to connect to the database.  After
a successful initialization, the dft_Main routine loops

until all the files and/or reports are ftp over to the target facilities or a shutdown request is received.  The
dft_Main routine will past down a list of files/reports to the dft_XmitFiles to be transferred.  After all the
facilities are processed, the dft_Main routine will check to see if any of the files/reports failed.  The dft_Main
will then sleep for a database conFigured time and try again to transfer over the failed files/reports.  The
dft_Main routine will retry two (database conFigured) more times and then gives up.

The task exits out when all the requested files/reports are ftp over successfully, it giving up because the
maximum retries have be reached, or a shutdown request was received.

If an error occurs in dft_Main, an error message is logged to the IAS error log and a Error Notification is sent to
UI.  dft_Main then exits with a failed status.

NAME: dft_Init

TITLE: Initialize FT Task

BODY: The dft_Init routine connects to the database and retrieves IAS configuration information from the
database.  The routine will then create a signal handler for the task.  The dft_init routine then updates the files
status to "Starting to transmit" in the database and retrieves all the file information necessary to transmit the
files over to the target facility.  Upon successful initialization, dft_Init writes an Initialization Notification to the
database.

If an error is encountered, dft_Init will write the error to the IAS error log, send an Error Notification to UI, and
exit.  If no files were found that need to be transferred, the FT task will exit out with a success status.
NAME: dft_XmitFiles

TITLE: Transmit files and/or reports to the target facility

BODY: The dft_XmitFiles routine loops until all the files and/or reports are ftp over to the target facility using
the egftp library routines.  If a file fails to be ftp over, the dft_XmitFiles will delete that file on the target facility
and try the next file on the list.  As each file is ftp, the file's internal transfer status will be updated to success or
failure.

The target facility will know when the ftp is over when the file size has not increased for a specified time
period.
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If an error occurs in dft_XmitFiles, an error message is logged to the IAS error log and a Error Notification is
sent to UI.  dft_XmitFiles then returns with a failed status.

6.3.4 Ingest MOC Files (IM)

This subsection describes the operation and design of the IM task software.

6.3.4.1  Task Overview

The IM task monitors the MOC directory for the arrival of new files.  When a new file is detected, the task will
process the file and copy it to a permanent location on disk.  The task is invoked at system startup by the DMS
task software.

6.3.4.2  Initialization and Configuration

The IM task initialization consists connecting to the database,  creating a signal handler for the task, and
retrieving IAS configuration information from the database.  Any Errors encountered during task initialization
result in the IM task's exiting prematurely.

6.3.4.3  Normal Operation

During normal operation, the IM task loops until a IAS shutdown directive is received.  Within the loop at an
analyst-specified time interval, the IM task monitors the MOC ingest directory for new MOC files.   When a
MOC file is completely transferred in, the IM task will move the files to a permanent location on the disk.  Any
ephemeris files will be converted to the UNIX file format.  The database will then be updated with the new file
information.

6.3.4.4  Error Handling
The IM task will establish a signal handler at start up.  This handler will capture all fatal UNIX signals that will
cause the IM task to abort.  The signal handler will allow the IM task a gracefully way to exit out by writing out
a error message and disconnecting from the database before terminating.

The main error conditions for the IM task are as follows:

• UNIX errors reading, creating, moving directories/files
– The IM task will write out the error encountered and give up on the operation.  However, if this activity

is happening it is likely that the disk is crashing and the hole system is in trouble.

• Database goes down
– The task will have to be restarted, since a database connection is only done in the initialization unit.

6.3.4.5  Design

This subsection presents the design of the SC that implements the functions of the IM task.  The structure chart
of the SC is illustrated in Figure 6-7. The unit dim_Main is the main driver of this SC.  The driver of the SC
and descriptions of the units shown in the structure charts follow.
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Figure 6-7. Implementation of the IM task functions



REVIEW

6-21

Input

The input to the IM task includes the following:

Data From Purposed
-------------- ------------------ -------------------
Cal_Padrm_File MOC Calibration parameter file is

used in work order
applications

Def_Ephem MOC Ephemeris file is used in work
order applications

S/C_Ops_Parms MOC S/c operation parameter file
is used in work order
applications

Trending_Analysis MOC Trending Analysis report is
_Report used in work order

applications

Output

The output from the IM task includes the following:

Data To Purpose
-------------- ------------------ --------------------
Cal_Padrm_File Cal_Padrm_File Calibration parameter

file is used in work
order applications

Def_Ephem Converted Ephemeris Ephemeris file is used in
work order applications

S/C_Ops_Parms S/C_Ops_Parms S/c operation parameter
file is used in work
order applications

Trending_Analysis Trending_Analysis Trending Analysis report
_Report _Report is used in work order

applications
Image Summary image Image Statistics

pertaining to MOC
File

Primary Modules

NAME: dim_Main

TITLE: Ingest MOC files

BODY: The dim_Main routine executes the Initialize IM Task (dim_Init) routine to connect to the database.
After a successful initialization, the dim_Main routine loops until the IAS application is shutdown.  The loop
begins by calling Poll MOC Directory for new MOC Files (dim_PollMOCDirectory).  If new MOC files are
found, then the dim_Main routine will call Move MOC files (dim_MoveFiles).  The IM task will then sleep
until it is time to call dim_PollMOCDirectory again.

If an error is encountered, an error message is logged to the IAS error log and a Error Notification is sent to UI.

NAME: dim_Init

TITLE: Initialize IM Task
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BODY: The dim_Init routine connects to the database and retrieves IAS configuration information from the
database.  The routine will then create a signal handler for the task.  Upon successful initialization, dim_Init
writes an Initialization Notification to the database.

If an error is encountered, dim_Init will write the error to the IAS error log, send an Error Notification to UI,
and exit.

NAME: dim_PollMOCDirectory

TITLE: Poll MOC Directory for new MOC Files

BODY: The dim_PollMOCDirectory routine will scan the MOC ingest directory for transmitted files.  The
dim_PollMOCDirectory will assume that the MOC has finished transferring the file when the file size stops
growing after a conFigured (database variable) time.

If an error is encountered, an error message is logged to the IAS error log and a Error Notification is sent to UI.

NAME: dim_MoveFiles

TITLE: Process and Move MOC Files to Permanent Location

BODY: The dim_MoveFiles routine will loop until all the MOC files are moved to their permanent location.
The routine will first convert the file (dim_ConvertEphem) if needed to its new format (i.e. ephemeris file).
Then file will be moved to its permanent location.  The database will be updated with the MOC file
information.

If an error is encountered, an error message is logged to the IAS error log and a Error Notification is sent to UI.

6.3.5  Resource Management (RM)

This subsection describes the operation and design of the RM task software.

6.3.5.1  Task Overview

The RM task deletes files, checks for database inconsistencies, and monitors the disk of usage.  It is invoked at
system startup by the DM task software.  The RM task periodically deletes image files and work order
directories that were marked for deletion by the analyst.

6.3.5.2  Initialization and Configuration

The RM task initialization consists connecting to the database, creating a signal handler for the task, and
retrieves IAS configuration information from the database.  Any Errors encountered during task initialization
result in the RM task's exiting prematurely.

6.3.5.3  Normal Operation

During normal operation, the RM task loops until a IAS shutdown directive is received.  Within the loop, the
RM task monitors the disk usage, deletes images and work orders on request, and compares the images and
work order directories against the database for mismatches.
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6.3.5.4  Error Handling

The RM task will establish a signal handler at start up.  This handler will capture all fatal UNIX signals that will
cause the RM task to abort.  The signal handler will allow the RM task a gracefully way to exit out by writing
out a error message and disconnecting from the database before terminating.

The main error conditions for the RM task are as follows:

• UNIX errors reading, deleting directories/files
– The RM task will write out the error encountered and give up on the operation.  However, if this

activity is happening it is likely that the disk is crashing and the hole system is in trouble.

• Database goes down
– The task will have to be restarted, since a database connection is only done in the initialization unit.

6.3.5.5  Design

This subsection presents the design of the SC that implements the functions of the RM task.  The structure chart
of the SC is illustrated in Figure 6-8. The unit drm_Main is the main driver of this SC.  The driver of the SC
and descriptions of the units shown in the structure charts follow.

Input

The input to the RM task includes the following:

Data From Purposed
-------------- -------------- --------------------
WO Control Information database Identify expired WOs
image Information database Identify expired images

Control

The Control input to the RM task includes the following:

Data To Purpose
-------------- ------------ --------------------
Manual Delete request UI Allow UI analyst to

delete images or products

Output
The output from the RM task includes the following:

Data To Purpose
-------------- ------------------ --------------------
image information I image Delete images
work order detail Work order Delete work orders
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Figure 6-8. Implementation of the RM Task Functions.
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Primary Modules

NAME: drm_Main

TITLE: Resource Manager

BODY: The drm_Main routine executes the initialize RM task (drm_Init) routine to connect to the database.
After a successful initialization, the drm_Main routine loops until the IAS application is shutdown.  On the first
iteration of the loop, drm_Main routine will call poll database for delete requests (drm_PollForDelete), check
for disk usage (drm_ChkDiskUsage), and verify database (drm_VerifyDB) up front.  Thereafter, the drm_Main
routine will only call there routines as their monitor intervals go off.  The drm_Main routine will sleep for one
second before starting a new iteration.

If an error is encountered, an error message is logged to the IAS error log and a Error Notification is sent to UI.

NAME: drm_Init

TITLE: Initialize RM Task

BODY: The drm_Init routine connects to the database and retrieves IAS configuration information from the
database.  The routine will then create a signal handler for the task.  Upon successful initialization, drm_Init
writes an Initialization Notification to the database.

If an error is encountered, drm_Init will write the error to the IAS error log, send an Error Notification to UI,
and exit.

NAME: drm_PollForDelete

TITLE: Poll Database for Delete Requests

BODY: The drm_PollForDelete routine will poll the database for a delete requests.  All image directories or the
work order directories mark for deletion will then be deleted and a Image Deletion and/or a Work Order
Deletion notifications will be written to the database for each deleted item.

If an error is encountered, an error message is logged to the IAS error log and a Error Notification is sent to UI.

NAME: drm_ChkDiskUsage

TITLE: Check for Disk Usage

BODY: The drm_ChkDiskUsage routine will check the disk for usage.  If the disk exceeds the database
threshold, a Disk Full Alarm will be written to the database.

If an error is encountered, an error message is logged to the IAS error log and a Error Notification is sent to UI.

NAME: drm_VerifyDB

TITLE: Verify Database

BODY: The drm_VerifyDB routine will retrieve all the undeleted images and work orders from the database.
These items will then be compared against the disk to make should that the database and disk are still in sync
(For example, the analyst can manually delete a image using the UNIX rm command out side the IAS).  If an
image or work order no longer exist on the disk, the database will be updated to indicate that the image or work
order was deleted outside the IAS system.

If an error is encountered, an error message is logged to the IAS error log and a Error Notification is sent to UI.
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6.3.6 Image File Subsetter (IS)

This subsection describes the operation and design of the IS task software.

6.3.6.1  Task Overview

The IS task is called via a work order shell script. The work order task may be run offline by the analyst.  The
IS task will subset the image data and generate a new PCD data file to go with it.  It is invoked by the work
order controller task via IS work order shell script. The IS task provides the necessary functionality to subsets
the 0R product as specified by the analyst and generated a new PCD data file.

6.3.6.2  Initialization and Configuration

The first thing the IS script does is start the IS task in the shell's foreground.  The shell will then wait for the IS
task to complete.  The IS task's exit status will then be used as the shells exit status.

The IS task initialization consists creating a signal handler for the task and retrieving program variables from
either the database or via the environment.  Any Errors encountered during task initialization results in the IS
task's exiting prematurely with a failure exit status.

6.3.6.3  Normal Operation

During normal operation, the IS task will create a subset 0R product in the work order directory.  The IS task
will then create a subset of the 0R product's PCD file that covers the new subset.  The IS exit status will tell the
task whether the subsetted files were created successfully or not.

6.3.6.4  Error Handling

The IS task will establish a signal handler at start up.  This handler will capture all fatal UNIX signals that will
cause the IS task to abort.  The signal handler will allow the IS task a gracefully way to exit out by writing out a
error message and disconnecting from the database before terminating.

The main error conditions for the Id task are as follows:

• A HDF file error
– If HDF errors are encountered while trying to read, write, modify the 0R product, the task will exit out.

• Database goes down
– The task will have to be restarted, since a database connection is only done in the initialization unit.

The IS tasks exit status will then be read by the IS work order shell script and past up to the work order control
task.

6.3.6.5  Design
This subsection presents the design of the IS task.  The structure chart of the SC is illustrated in Figure 6-9. The
unit dis_Main is the main driver of this SC.  The driver of the SC and descriptions of the units shown in the
structure charts follow.
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Figure 6-9. IF Task Design
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Input

The input to the IS task includes the following:

Data From Purposed
-------------- -------------- --------------------
0R product LP DAAC Level 0R product
PCD Data LP DAAC Used in work order generation

Output
Variables IAS DB/User Input commands/setting from

Environment the work order telling IS
task what to do

The output from the IS task includes the following:

Data To Purpose
-------------- ------------------ --------------------
0R Subset WO Directory Requested 0R product

subset data for work
order

PCD Subset WO Directory Requested PCD subset
data for work order

Standard Out WO Log Error messages
Messages
User Alarms IAS DB Critical events

Primary Modules

NAME: dis_Main

TITLE: Image File Subsetter

BODY: The dis_Main routine executes the initialize IS task (dis_Init) routine to read in the program variables.
After a successful initialization, the dis_Main routine will subset the image data (dis_SubsetImage) and then
subset the PCD data (dis_SubsetPCD) to match the new 0R product.  The dis_Main routine will then write a
status message into the work order log and exit with a success status.

If an error is encountered, dis_Main will write the error to the WO log, send an Error Notification to UI, and
exit with a failure status.

NAME: dis_Init

TITLE: Initialize IS Task

BODY: The dis_Init routine will first create a signal handler for the task.  The dis_Init routine then retrieves
work order information using the library routine xxx_GetParams.  Upon successful initialization, dis_Init writes
an initialization success to the work order log.

If an error is encountered, dis_Init will write the error to the work order log, send an Error Notification to UI,
and exit with a failure status.

NAME: dis_SubsetImage

TITLE: Subset Image Data
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BODY: The dis_SubsetImage routine will subset the calibration Data (dis_Calibration), Mirror Scan Correction
Data (dis_MSCD), and the Earth Image Data (dis_EID)as specified by the input variables using the geolocation
table.

If an error is encountered, dis_SubsetImage will write the error to the work order log and send an Error
Notification to UI.

NAME: dis_SubsetPCD

TITLE: Subset PCD data for scene

BODY: The dis_SubsetPCD routine will subset the Payload Correction Data (PCD) as specified by the input
variables using the geolocation table.

If an error is encountered, dis_SubsetPCD will write the error to the work order log and send an Error
Notification to UI.
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Section 7.  Radiometric Process Subsystem

7.1  Introduction

The Radiometric Processing Subsystem (RPS) performs radiometric calibration and level 1R processing.  The
purpose of radiometric calibration is to determine the calibration in-flight of each detector, that is, the
conversion from digital number to absolute radiance.  The primary purpose of the level 1R processing is to
convert the brightness of the image pixels to absolute radiance, and is done prior to level 1 geometric
processing.  This process uses various ground and in-flight determined calibrations.  Another function of level
1R processing is to characterize the quality and various features of the data.

Design material is to be supplied (TBS)
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Section 8.  Geometric Processing Subsystem

8.1  Introduction

The Geometric Processing Subsystem (GPS) provides all the functionality required for Level 1G product
generation, geometric calibration, geometric characterization and evaluation.  This system implements all of the
IAS geometry algorithms.

Design material is to be supplied (TBS)



REVIEW

9-1

Section 9.  Evaluation & Analysis Subsystem

9.1  Introduction

This section provides an overview of the PCS software design. The relationship between the PCS and other IAS
subsystems is presented, along with a discussion of the assumptions, constraints, and considerations used in the
design process.

9.2  Design Overview

This section describes the E&A Subsystem.  The E&A Subsystem provides the tools required by an IAS
Analyst to evaluate and analyze ETM+ instrument performance, perform anomaly investigations, and maintain
the Calibration Parameter File.  Included are capabilities for: viewing system inputs, processing reports; data
analysis; statistical analysis and trending; and report generation.  Also included are capabilities for editing
system inputs and intermediate results and for submitting processing requests in support of “what if?” analyses.

9.2.1  Subsystem Software Overview

The E&A subsystem software consists of an integrated set of COTS software packages: ENVI, IDL, and
FrameMaker. ENVI provides the GUI for the IAS Analyst, as well as much of the required data viewing and
analysis capabilities. IDL provides the remainder of these capabilities.  Access to custom IAS applications for
radiometric and geometric assessments and evaluation are provided via the ENVI GUI. Access to Oracle forms
for Work Order submission and database queries is also provided via the ENVI GUI.  FrameMaker, also
invoked from the GUI, is used to generate the trending, calibration, assessment, evaluation, and anomaly
resolution reports.

 The E&A subsystem interfaces to the Radiometry and Geometry Processing subsystems indirectly through the
algorithms' input and output datasets. Algorithm inputs, including Level 0R image data, IC data, PCD, MSCD,
GCP libraries, etc., are retrieved by E&A from designated run directories for viewing. The Analyst may use
E&A capabilities to edit these inputs and rerun the processing using the Work Order mechanism. Algorithm
execution results, including characterization and calibration summary reports and statistics for trending, are
input to E&A.  Other statistics are input to E&A via the trending database.  All intermediate files generated by
these algorithms including 0Rc, 1R, and 1G image files as well as GCP residual files, precision solution files,
etc., are retrieved by E&A from designated run directories for viewing.

E&A interfaces with the Process Control subsystem in two ways: (1) through notifications from the PCS of
Work Orders pending Analyst's action, and (2) Work Orders submitted by an Analyst to the PCS for "what if"
analyses.  E&A interfaces with the DMS by means of reports generated by E&A on a monthly, quarterly, or
annual basis for distribution to external interfaces (MMO, etc.).

9.2.2  Design Considerations
This sections describes the design considerations used while developing the E&A Subsystem.



REVIEW

9-2

9.2.2.1 Assumptions
It is assumed that proposed hardware and operating system will support for IDL, ENVI and FrameMaker.

9.2.2.2 Open Issues

none

9.2.2.3 Operational Support
The E&A subsystem software performs the following operations:

• ASCII and image file display
• formatted dumps and hardcopy outputs of images
• editing of all system input and output files,  including but not limited to image, Calibration
• Parameter, PCD, and MSCD files.
• image analysis
• statistical and trending analysis
• report generation
• screen display of all plots/reports
• access to custom IAS applications for radiometric and geometric assessment and evaluation
• access to Work Order submission mechanism

9.2.2.4 Software Reuse Strategy

The subsystem software is comprised almost exclusively of COTS products.

9.2.3 Subsystem Error Handling

TBD

9.3  Subsystem Design

The E&A Subsystem consists primarily of an integrated set of commercial-off-the-shelf (COTS) software
packages: ENVI (the Environment for Visualizing Images), IDL, and FrameMaker.  ENVI provides the basic
menu-driven graphical user interface (GUI) as well as the majority of the data processing tools required of the
E&A Subsystem. Additionally, required IDL functionality is made accessible by means of customized ENVI
menus. ENVI itself is implemented in IDL and is designed for such customization. The ability to launch
external applications such as FrameMaker, Oracle, text editors, etc., is also to be provided via ENVI menus.

Additional tasks are needed to support the use of IDL functionality that is not built into ENVI. These are: (1)
retrieve data from a flat file into IDL; (2) retrieve data from the Oracle database into IDL;(3) write out image
datasets in a special format (i.e., one not already supported by ENVI);

9.3.1 ENVI - The Environment for Visualizing Images

9.3.1.1 Task Overview

ENVI is a COTS package that provides the user interface for the IAS Analyst as well as the majority of the data
processing tools required of the E&A Subsystem.

9.3.1.2 Initialization

TBD
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9.3.1.3 Normal Operation

ENVI will normally be running at all times to provide the user interface for the IAS Analyst. All functionality
required by the Analyst will be accessed through the ENVI menu environment.  This includes core ENVI
functionality, custom IDL functionality, Oracle forms for database queries and Work Order submissions,
FrameMaker for report generation, and simple text editors/viewers for viewing Work Orders pending, Run Log
output, etc. The use of the ENVI interface is by nature highly interactive.

9.3.1.4  Design, Input, Output, Algorithm
ENVI is implemented in IDL and provides an extensive and customizable menu-driven interface to its
functionality.  The input, output, and algorithm used depend on the particular function chosen.

9.3.2 Retrieve Data from a Flat File into IDL

9.3.2.1 Task Overview

This task imports data into IDL variables from flat files (e.g., the results of intermediate processing steps) in
order to enable the Analyst to visualize and analyze these data using core IDL functions. This task is designed
to facilitate the use of custom IDL applications that are not specifically part of the ENVI software package
(these functions already have associated data I/O capabilities). A specialized routine may have to be written for
each IDL function that requires this task to be performed (depending on the format of the data files).

9.3.2.2 Initialization

This task initializes by presenting the Analyst with a file browser dialogue screen. Upon the selection of an
input file by the Analyst, the task invokes the proper routine to import the data.

9.3.2.3 Normal Operation
After the Analyst specifies the data file of interest, the task causes the file to be opened and data read into IDL
variables, ready for further analysis.

9.3.2.4  Design, Input, Output, Algorithm

This task is designed to provide a menu interface for the Analyst to specify a data file as input, and provide IDL
variables loaded with the desired data as output. The algorithm involves IDL's file I/O routines.

9.3.3 Retrieve Data from the Oracle Database into IDL

9.3.3.1 Task Overview

This task imports data into IDL variables from the Oracle database (e.g., trending data) in order to enable the
Analyst to visualize and analyze these data using core IDL functions.  This task is designed to facilitate the use
of custom IDL applications that are not specifically part of the ENVI software package (these functions already
have associated data I/O capabilities).

9.3.3.2 Initialization

This task initializes by presenting the Analyst with an Oracle form for specifying request for data.  Upon
submission of the form by the Analyst, the task invokes the proper routine to import the data.
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9.3.3.3 Normal Operation

After the Analyst specifies the data of interest on the Oracle form, the task interprets the response from Oracle
and places the data retrieved into IDL variables, ready for further analysis.

9.3.3.4  Design, Input, Output, Algorithm

This task is designed to cause an Oracle form to be provided for the Analyst to specify a database query, and
provide IDL variables loaded with the desired data as output.

9.3.4 Write Out Image Datasets in a Special Format

9.3.4.1 Task Overview

This task writes out image datasets to file in a custom format (i.e., one not already supported by ENVI).

9.3.4.2 Initialization

This task is initialized with the specification of the desired format of the dataset dump and the desired name of
the output file.

9.3.4.3 Normal Operation

Normal operation of this task assumes that an image dataset is already loaded into the ENVI/IDL workspace.
Invoking this task will cause a choice of image output format(s) to be presented to the Analyst, as well as a
means of specifying the output filename. These two items having been specified, the task uses IDL file I/O
routines to produce the output file.
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9.3.4.4  Design, Input, Output, Algorithm

Input to this task are the desired output format and the  output filename desired. Output is the formatted image
dataset dump. The task makes use of built-in IDL file I/O routines.
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Section 10.  Database Design

10.1 Introduction

The IAS database provides the communication between the subsystems for Work Order creation,  processing,
status, trending data, operational support, etc. for the IAS system.

During the preliminary design phase, a logical database design was established to incorporate the functional
data requirements and the interface between the database and the IAS subsystems.

10.2 Logical Design

The goal of logical design is to provide an accurate model of the information needs of the organization.  This
model is diagrammed in an entity relationship diagram (ERD), which expresses the data model in terms of
entities, relationships, and attributes. The ERD also provides a model which is independent of any particular
data storage and access method and allows objective decisions to be made about implementation techniques
and coexistence with existing systems. The logical design is independent of any particular physical
implementation but is used to establish the physical database design.

Entity Relationship Modeling involves identifying the items of importance in an organization (entities), the
properties of those items (attributes), and how they are related to one another (relationships).  The IAS Entity
Relationship Model is expressed conceptually as an ERD (Figure 10-1).  These items are described in more
detail in the following paragraphs.

10.2.1 Entities

Entities represent data items that play a functional role in the IAS application and have their own set of
attributes. An entity is a thing or object of significance about which information needs to be known or held.
Each entity is expressed on the ERD as a box.  The name of the entity is in bold followed by names of the
attributes associated with the entity.

10.2.2 Attributes

Attributes are details that serve to either express the state of, qualify, identify, classify, or quantify an entity.
Each attribute on the ERD is defined as either a primary key (#) attribute, a mandatory (*) attribute, or an
optional (o) attribute.  Primary keys are used to uniquely define an occurrence of the entity.  Mandatory
attributes require a data value at all times; optional attributes may be left null.

10.2.3 Relations

A relation is a significant association between two entities that is given a name. Relationships represent the
association between the occurrences of one or more entities that are of interest to the IAS. There is a cardinality
associated with each relationship. The cardinality describes the number of occurrences of one entity that can be
associated with each occurrence of the related entity.  Relationships on the ERD is expressed using the
following symbols.
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•Optionality

•Degree

Optional (may be)

Mandatory (must be)

one or more

one and only one

one

optionalmandatory

many
(crowsfoot)

OrderCustomerCustomer
the originator of

 be placed by

For example;

Each Customer may be the originator of one or more Order.
Each Order must be placed by one and only one Customer.

10.2.4 Design Tool

The functional design for IAS was developed using Oracle’s Designer/2000 tool.  The following ERD, entity
descriptions, and entity definition reports were generated directly from Designer/2000 for this document.  These
reports, along with the ERD, provide the necessary information needed to fully communicate the logical design.
The information contained in the tool provides the foundation for the physical design of the IAS database.  The
physical design will be completed during the detailed design phase.

Following is a two-page ERD (Figure 10-1), a two-page table (Table 10-1) with the entities and their
descriptions, and a one-page definition (Table 10-2) detailing each entity in the ERD.
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Figure 10-1. ERD Process (Page 1 of 2)
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Figure 10-1. ERD Process (Page 2 of 2)



REVIEW

10-5

Table 10-2. Entities and Their Descriptions (Page 1 of 18)
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Table 10-2. Entities and Their Descriptions (Page 2 of 18)
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Table 10-2. Entities and Their Descriptions (Page 4 of 18)
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Table 10-2. Entities and Their Descriptions (Page 5 of 18)
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Table 10-2. Entities and Their Descriptions (Page 6 of 18)
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Table 10-2. Entities and Their Descriptions (Page 7 of 18)
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Table 10-2. Entities and Their Descriptions (Page 8 of 18)
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Table 10-2. Entities and Their Descriptions (Page 9 of 18)
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Table 10-2. Entities and Their Descriptions (Page 10 of 18)
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Table 10-2. Entities and Their Descriptions (Page 11 of 18)
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Table 10-2. Entities and Their Descriptions (Page 12 of 18)
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Table 10-2. Entities and Their Descriptions (Page 13 of 18)
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Table 10-2. Entities and Their Descriptions (Page 14 of 18)
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Table 10-2. Entities and Their Descriptions (Page 15 of 18)
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Table 10-2. Entities and Their Descriptions (Page 16 of 18)
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Table 10-2. Entities and Their Descriptions (Page 17 of 18)
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Table 10-2. Entities and Their Descriptions (Page 18 of 18)
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Section 11.  User Interface

11.1  Introduction

This section describes of the user interface for both the IAS operator and analysts.

The analysts perform assessments on completed work order and update the calibration parameter file
based on trending data produced from analyzed work orders.  The operator provides support to the
analyst by scheduling work orders, obtaining 0R product for work orders and monitoring the
operations of the IAS.

The Operations User Interface (OUI) is the primary interface between the operator and the IAS
subsystems (excluding the Evaluation and Analysis subsystem).  The interface uses Web Browser
software, ORACLE forms, and X-based GUI displays to provide the operator with a menu driven user
interface.

The Analyst User Interface (AUI) is the primary interface between the analyst and the IAS subsystems.
The interface uses ENVI and IDL running under X windows to provide the analyst with a menu-driven
window environment for evaluation and assessment functions.

11.1.1  Design Considerations

The OUI uses a set of standalone applications that are compatible but loosely integrated.  For instance,
it is expected that user will make use of cut and paste operations to move data between the Web
Browser and Oracle Forms or GUI displays.

The AUI uses ENVI and IDL running under X windows to provide menu access not only to built-in
ENVI and IDL functions but also to custom IDL applications and other COTS software needed for
evaluation and assessment.

The screens in the OUI and AUI will employ the same look and feel to minimize specific operations.

11.1.1.1  Assumptions and Open Issues

The design assumptions for the IAS user interface are listed as follows:

• the OUI runs on an SGI XL
• the AUI runs on an Analyst workstation
• the same person may execute both the OUI and AUI
• captured account running interface (no outside users)

11.1.2  Operator Tools

This subsection presents the tools used in designing the user interface for operations and analysts.

11.1.2.1 Development Tools

Oracle Corporation Development Environment (CDE) tools are used for designing the OUI and AUI.
CDE tools are built on top of a layer called the Oracle Toolkit.  The Oracle Toolkit make it possible to
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create applications that run against multiple user interfaces, such Motif or MS Windows, while
retaining the full native look and feel of the interface.  Oracle Menu, Oracle Forms and Oracle Reports
of the CDE tools are used to build the IAS interface.

11.1.2.1.1  Oracle Menu

Oracle Menu is a forms-based applications development tool that provides a single menu interface for
running multiple data-processing tools.

11.1.2.1.2  Oracle Forms

Oracle Forms is a forms-based application development tool for quickly building interactive
applications that access Oracle 7 data.

11.1.2.1.3  Oracle Reports

Oracle Reports is an application development tool for building and generating reports that use Oracle 7
data.  Oracle Reports is specifically designed for application development.

11.1.2.2  Analyst Tools

The ENVI and IDL software packages are used for designing and implementing the Analyst User
Interface. ENVI, written in IDL, provides a base set of menus to access its image analysis functions.
IDL allows this base set to be customized and extended to enable access to additional IDL applications
as well as to other COTS software.

11.1.2.2.1 ENVI (The Environment for Visualizing Images)

ENVI is a software package designed for analyzing all types of remote sensing data, including
panchromatic, multispectral, and hyperspectral imagery. Implemented in IDL, ENVI provides an
extensive and extensible menu-driven GUI.

11.1.2.2.2 IDL (Interactive Data Language)

The IDL software package provides a complete computing environment for the analysis and
visualization of data. IDL offers a set of widgets that allow the creation of complete GUIs. IDL also
includes the Widget Builder, a graphical interface design tool.

11.2  User Tasks

This subsection identifies the primary tasks that are supported by the User Interface (operations and
Analyst), followed by a brief description of the task.

11.2.1  Operations Tasks

The primary tasks of the IAS operator are as follows:

• Order data from DAAC
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• Setup/modify work order
• Monitor the status of work orders
• View system messages and alerts
• Query the database
• Generate MOC calibration requests
• Transfer files
• Generate DAAC transfer requests
• Shutdown the IAS software

11.2.1.1 Order Data

Data is ordered from the DAAC by using a Web browser to connect to the DAAC Web server and
browsing the system for available data files.  Metadata attributes are used to search for a particular data
file or a set of files meeting a specified set of parameters.  Once data files have been ordered the user
updates the corresponding Work Order with the id of the L0R data file.

11.2.1.2 Work Order Setup and Control

The user uses the Work Order Setup and Control form to define work to be performed on L0R data
files or to modify existing Work Orders.  The form allows the user to select from a list of defined
procedures specifying the processing to be performed and the input parameters to use.  Other control
parameters such as processing priority, date processing is required to be completed, etc. may also be
specified.  The form allows the user to resume a paused Work Order and to restart Work Order
processing in the event of a failure.

11.2.1.3 Monitor Work Order Status

Work Orders update their status as job processing steps are completed.  The user uses Display Work
Order Status to create a display showing the current status of Work Orders.  Using display parameters
the user can control the contents of the display to show all active Work Orders or only Work Orders
requiring action.

11.2.1.4 View System Messages

Work Orders generate system messages for critical events.  The user uses View System Messages to
create a display showing the system messages log.

11.2.1.5 Query Database

The user may query the database using pre-defined or ad hoc queries.  By directing output to a file the
user may generate reports from the database.

11.2.1.6 Generate MOC Requests

The IAS generates requests to the MOC for calibration images and concentrated ephemeris files.  The
format of these requests is specified in the Landsat 7 Mission Operations Center (MOC) to Image
Assessment System (IAS) Interface Control Document (ICD).  The user uses Generate MOC Requests
to produce a request file in the proper format and to stage it to the transfer area.
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11.2.1.7 Generate Calibration File

The IAS generates a calibration file used in the processing of Landsat 7 data.  This file is generated at
least once every 90 days and distributed to those facilities that have requested it.  The user uses
Generate Calibration File to initiate the production of the calibration file.  The user specifies input
parameters that control which data from the IAS database are used in the production of the calibration
file.  Once the calibration file has been produced it is reviewed and approved for release before being
moved to the staging area for transfer.

11.2.1.8 Transfer Files

The user uses Transfer Files to transfer either the IAS calibration file or the request files to the MOC.
The calibration file and request files are transferred using ftp to specified directories on the MOC.  The
IAS database is updated to indicate that the files were sent to the MOC.

11.2.1.9 Generate DAAC Transfer Request

The IAS calibration file is sent to the DAAC as well as to the MOC.  The transfer mechanism for
transfers to the DAAC involves using a Web Browser to connect to the DAAC Web Server and
generating a transfer request for the DAAC to transfer the specified file from the IAS.  The DAAC will
perform and ftp get to pull the calibration file from the staging directory on the IAS.  After generating
the DAAC request the user will update the database to indicate that the request for the DAAC to
retrieve the data has been made.

11.2.1.10 Shutdown IAS Software

The operator uses Shutdown to shutdown the system.  The shutdown option halts the submission of
new Work Orders but allows current Work Orders to complete processing.  The operator can cause
current Work Orders to suspend processing at the end of the currently executing script by using Work
Order Setup and Control to set the appropriate control parameter.
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11.2.2  Analyst Tasks
The primary tasks of the IAS Analyst are as follows:

• Display IAS Data
• Edit IAS Data
• Analyze IAS Data
• Generate Reports
• Submit Jobs

11.2.2.1 Display IAS Data

The Display IAS Data function provides the user with a variety of tools for displaying the inputs to and
the results of Level 1 or Calibration processing. Included are capabilities for ASCII file display,
formatted binary file display, and graphical image display.

11.2.2.2 Edit IAS Data

The Edit IAS Data function allows the user to modify any file input to a Work Order for the purpose of
performing “what if” analyses. Files that may be edited include image files, PCD, MSCD, Calibration
Parameter File, GCP residuals, and others.

11.2.2.3 Analyze IAS Data

The Analyze IAS Data function provides statistical analysis, trending, and image manipulation
capabilities. These functions are used to conduct a more analytical evaluation of processing inputs and
outputs, to summarize large volumes of data, and to support the Analyst in visualizing trends and
problems.

11.2.2.4 Generate Reports

The Generate Reports function is used to generate monthly, quarterly, and annual formatted reports
summarizing ETM+ instrument and IAS system performance for output to the MMO and other
external recipients. The function provides for formatted text entry as well as the ability to incorporate
graphics generated by data analysis packages.

11.2.2.5 Submit Jobs

The Submit Jobs function is used by the IAS Analyst to execute stand-alone Radiometry or Geometric
Processing Subsystem applications or to submit Work Orders for execution.

11.3 User Interface Architecture
This subsection presents the architecture for the OUI and AUI.

11.3.1  OUI Architecture
TBS

11.3.2  AUI Architecture

TBS
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Section 12 - Hardware Description

12.1 Introduction

Current hardware has not been selected for IAS.  The proposed hardware for the IAS can found by
referencing IAS System Design document Section 2.6.



REVIEW

B – 1

Appendix A. Requirements Traceability

This appendix presents the IAS requirements traceability.  The first table A – 1,shows the mapping
between the IAS system requirements and the IAS software tasks.  The second table A – 2, shows the
mapping between the IAS software tasks and the IAS system requirements.

Table A – 1  IAS System Requirements to IAS Software Tasks

Reqt Number Requirement Statement IAS Software Task(s)

3.2.1.1.1 The IAS shall interface with the EDC DAAC for
purposes of searching for and ordering of data
from the Landsat 7 archive.

Operator User Interface

3.2.1.1.2 The IAS shall receive Level 0R data, Level 0R
products, and associated ancillary data from the
EDC DAAC.

Data Manager, Ingest 0R Files

3.2.1.1.3 The IAS shall interface with the EDC DAAC to
coordinate the transfer of calibration parameter
files and IAS-generated reports.

N/A

3.2.1.1.4 The IAS shall send calibration parameter files and
IAS-generated reports to the EDC DAAC.

Data Manager, Format Transmit

3.2.1.2.1 The IAS shall interface with the LPS to coordinate
the transfer of calibration parameter files and
reprocessing requests.

N/A

3.2.1.2.2 The IAS shall send reprocessing requests to the
LPS.

N/A

3.2.1.2.3 The IAS shall receive disposition of reprocessing
requests from the LPS.

N/A

3.2.1.2.4 The IAS shall send calibration parameter files to
the LPS.

Data Manager, Format Transmit

3.2.1.3.1 The IAS shall send requests to the MOC for the
operational acquisition of partial-aperture
calibration data, full-aperture calibration data, and
surface image data of radiometric and geometric
calibration ground sites.

Operator User Interface, Data
Manager, Format Transmit

3.2.1.3.2 The IAS shall coordinate with the MOC for the
acquisition of ETM+ imagery required for
calibration and image assessment, for the transfer
of calibration parameter files, and for the transfer
of problem reports.

N/A

3.2.1.3.3 The IAS shall send requests to the MOC for
concentrated definitive ephemeris.

Operator User Interface, Data
Manager, Format Transmit

3.2.1.3.4 The IAS shall send problem reports to the MOC. Operator User Interface, Data
Manager, Format Transmit

3.2.1.3.5 The IAS shall send calibration parameter files to
the MOC.

Operator User Interface, Data
Manager, Format Transmit
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Reqt Number Requirement Statement IAS Software Task(s)

3.2.1.3.6 The IAS shall be capable of receiving telemetry
trend reports, spacecraft status reports, and event
schedules from the MOC.

Ingest MOC Files

3.2.1.3.7 The IAS shall be capable of receiving Flight
Dynamics Facility (FDF)-generated, definitive
ephemeris from the MOC.

Ingest MOC Files

3.2.1.4.1 The IAS shall send problem reports and summary
reports to the MMO.

N/A

3.2.2.1.1 The IAS shall be able to use data from the internal
calibrator in the calibration of the radiometric
response of each ETM+ detector.

Radiometric Processing

3.2.2.1.2 The IAS shall be able to calibrate the radiometric
response of each ETM+ detector, except band 6,
using data from the partial-aperture solar calibrator
(PASC).

Radiometric Processing

3.2.2.1.3 The IAS shall be able to calibrate the radiometric
response of each ETM+ detector, except band 6,
using data from the full-aperture solar calibrator
(FASC).

Radiometric Processing

3.2.2.1.4 The IAS shall be able to calibrate the radiometric
response of each ETM+ detector given Level 0R
data of a ground calibration site and corresponding
at-aperture spectral radiance values.

Radiometric Processing

3.2.2.1.5 The IAS shall be able to calibrate the radiometric
response of each ETM+ detector using Level 0R
data from preship and prelaunch calibration
sources and auxiliary calibration source data.

Radiometric Processing

3.2.2.1.6 The IAS shall have the capability of assessing the
short-term and long-term stability of the onboard
calibration sources, which include the FASC, the
PASC, and the internal calibrators.

Radiometric Processing

3.2.2.1.7 The IAS shall be able to integrate the results of the
various calibration processes into an optimal
estimate of radiometric calibration of each detector
(except band 6) and provide new calibration
parameters.

Radiometric Processing

3.2.2.1.8 The IAS shall be capable of generating radiometric
calibration updates for the calibration parameter
file.

Radiometric Processing

3.2.2.1.9 The IAS shall be able to transfer the calibration of
each detector to the internal calibrator.

Radiometric Processing

3.2.2.2.1 The IAS shall be capable of determining the
misalignment between the satellite navigational
base reference and the ETM+ payload line-of-sight
(LOS).

Geometric Processing

3.2.2.2.2 The IAS shall be capable of determining band-to-
band registration parameters.

Geometric Processing

3.2.2.2.3 The IAS shall be capable of characterizing and
updating along and across scan parameters (i.e.,
scan mirror profiles, scan-line corrector mirror
profile, detector offsets, detector delays).

Geometric Processing
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Reqt Number Requirement Statement IAS Software Task(s)

3.2.2.2.4 The IAS shall be capable of generating geometric
calibration updates for the calibration parameter
file.

Geometric Processing

3.2.2.3.1 The IAS shall be capable of processing payload
correction data (PCD) data to correct spacecraft
time, generate a sensor pointing model (attitude
and jitter), and calculate spacecraft position and
velocity (ephemeris).

Geometric Processing, Ingest
0R Files

3.2.2.3.2 The IAS shall be capable of processing ETM+
Level 0R products to produce radiometrically
corrected Level 1R image data.

Radiometric Processing

3.2.2.3.3 The IAS shall be capable of creating
systematically corrected ETM+ Level 1G imagery
from Level 0R products.

Radiometric Processing,
Geometric Processing

3.2.2.3.4 The IAS shall be capable of creating precision
corrected ETM+ Level 1G imagery from Level 0R
products and ground control points (GCPs).

Radiometric Processing,
Geometric Processing

3.2.2.3.5 The IAS shall be capable of creating terrain
corrected ETM+ Level 1G imagery from Level 0R
products, GCPs, and elevation data.

Radiometric Processing,
Geometric Processing

3.2.2.3.6 The IAS shall be capable of performing image-to-
image registration.

Geometric Processing

3.2.2.3.7 The IAS shall be capable of incorporating IAS-
generated calibration coefficient updates to
generate Level 1 data.

Radiometric Processing,
Geometric Processing

3.2.2.3.8 The IAS shall support nearest neighbor, cubic
convolution, and modulation transfer function
(MTF) compensation resampling.

Geometric Processing

3.2.2.3.9 The IAS shall have the capability to produce a 1G
product with a grid cell size that is variable from
15 to 60 meters, in increments of 1 millimeter
(mm).

Geometric Processing

3.2.2.3.10 The IAS shall have the capability to map project
1G using the Space Oblique Mercator, Universal
Transverse Mercator, Lambert Conformal Conic,
Transverse Mercator, Oblique Mercator, and
Polyconic coordinate reference systems.

Geometric Processing

3.2.2.3.11 The IAS shall have the capability to create a 1G
image oriented to nominal path or north-up.

Geometric Processing

3.2.2.3.12 The IAS shall be capable of processing Mirror
Scan Correction Data (MSCD) to generate scan
mirror and scan line corrector mirror models.

Geometric Processing

3.2.2.3.13 The IAS shall be capable of compensating for
inoperable and saturated detectors during Level 1R
and 1G processing.

Radiometric Processing

3.2.2.3.14 The IAS shall be capable of compensating for the
image artifacts of striping, banding, coherent
noise, memory effect, and scan correlated shift in
Level 1R and 1G processing.

Radiometric Processing
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Reqt Number Requirement Statement IAS Software Task(s)

3.2.2.3.15 The IAS shall be capable of processing to Level
1R and 1G both ascending and descending pass
ETM+ Level 0R data.

Radiometric Processing,
Geometric Processing

3.2.2.4.1 The IAS shall evaluate the on-orbit operability of
ETM+ detectors.

Radiometric Processing

3.2.2.4.2 The IAS shall be able to evaluate the absolute
radiometric accuracy of ETM+ Level 0R, 1R, and
1G data.

Radiometric Processing

3.2.2.4.3 The IAS shall be able to assess the identified
ETM+ radiometric image artifacts of striping;
banding; random, correlated, and coherent noise;
memory effect; and scan-correlated shift.

Radiometric Processing

3.2.2.4.4 The IAS shall be able to evaluate the MTF of each
ETM+ detector.

Radiometric Processing

3.2.2.4.5 The IAS shall be able to evaluate the signal-to-
noise ratio (SNR) of each ETM+ detector, using
prelaunch and on-orbit image data.

Radiometric Processing

3.2.2.4.6 The IAS shall be capable of evaluating the on-
orbit radiometric response of each ETM+ detector
with respect to dynamic range.

Radiometric Processing

3.2.2.4.7 The IAS shall be capable of evaluating the on-
orbit radiometric response of each ETM+ detector,
excluding band 6, with respect to linearity (TBD).

Radiometric Processing

3.2.2.4.8 The IAS shall be able to evaluate the geodetic
accuracy of ETM+ Level 1G image data.

Geometric Processing

3.2.2.4.9 The IAS shall be able to evaluate the internal
geometric accuracy of ETM+ Level 1G image
data.

Geometric Processing

3.2.2.4.10 The IAS shall be able to evaluate the band-to-band
registration accuracy of ETM+ imagery.

Geometric Processing

3.2.2.4.11 The IAS shall be able to evaluate the image-to-
image registration accuracy of ETM+ data.

Geometric Processing

3.2.2.4.12 The IAS shall be able to evaluate the quality of
Level 0R products. Quality checks will include but
not be limited to those listed in Table 3.2.2.4-1.

Ingest 0R Files, Radiometric
Processing

3.2.2.4.12a The IAS shall provide the capability to visually
check L0R Product imagery.

Analyst User Interface

3.2.2.4.12b The IAS shall range check all but the
housekeeping parameters in the L0R Product
Payload Correction Data.

Ingest 0R Files

3.2.2.4.12c The IAS shall validate scan direction consistency
in the L0R Product Mirror Scan Correction Data.

Ingest 0R Files

3.2.2.4.12d The IAS shall validate FHSERR/SHSERR
consistency in the L0R Product Mirror Scan
Correction Data.

Ingest 0R Files

3.2.2.4.12e The IAS shall validate counted line length
consistency in the L0R Product Mirror Scan
Correction Data.

Ingest 0R Files

3.2.2.4.12f The IAS shall validate dropped line locations in
the L0R Product Mirror Scan Correction Data.

Radiometric Processing
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Reqt Number Requirement Statement IAS Software Task(s)

3.2.2.4.12g The IAS shall validate the consistency of the
applicability date in the Calibration Parameter File
with the L0R Product image files.

Ingest 0R Files

3.2.2.4.12h The IAS shall validate the consistency of the
Calibration Parameter File of the L0R Product
with the IAS database.

Ingest 0R Files

3.2.2.4.12I The IAS shall support validation of ACCA scores
from the L0R Product metadata through visual
inspection of the associated L0R image files.

Analyst User Interface

3.2.2.4.12j The IAS shall validate scene coordinates from the
L0R Product metadata.

Ingest 0R Files

3.2.2.4.12k The IAS shall validate file name consistency from
the L0R Product metadata.

Ingest 0R Files

3.2.2.4.12l The IAS shall validate the correctness of WRS
scene parameters from the L0R Product metadata.

Ingest 0R Files

3.2.2.4.12m The IAS shall validate calibration outliers in the
L0R Product Calibration Pulse/Shutter data.

Radiometric Processing

3.2.2.4.12n The IAS shall validate shutter means in the L0R
Product Calibration Pulse/Shutter data.

Radiometric Processing

3.2.2.4.12o The IAS shall validate shutter standard deviations
in the L0R Product Calibration Pulse/Shutter data.

Radiometric Processing

3.2.2.4.12p The IAS shall validate shutter outliers in the L0R
Product Calibration Pulse/Shutter data.

Radiometric Processing

3.2.2.4.13 The IAS shall be capable of performing a trend
analysis over any desired time interval for each
selected evaluation activity.

Analyst User Interface

3.2.2.4.15 The IAS shall provide the capability to visually
inspect image data.

Analyst User Interface

3.2.2.4.16 The IAS shall provide a capability that allows an
image analyst to monitor assessment processes
and results.

Analyst User Interface

3.2.2.4.17 The IAS shall have the capability to review output
data, including but not limited to calibration
reports and updates.

Analyst User Interface

3.2.2.5.1 The IAS shall have the capability to acquire,
develop, test, and add new algorithms and
software to improve the radiometric and geometric
properties of ETM+ data and their assessment
without impacting IAS operations.

Operator User Interface, Work
Order Scheduler, Work Order
Controller

3.2.2.5.2 The IAS shall support the development of
algorithms to remove image artifacts and detector
outages from Level 1R and 1G data without
impacting normal IAS operations.

N/A

3.2.2.5.3 The IAS shall have the capability to incorporate
new algorithms into the operational system
without impacting normal IAS operations.

Operator User Interface, Work
Order Scheduler, Work Order
Controller

3.2.2.5.4 The IAS shall maintain configuration control of all
algorithms, databases, software, and hardware
used in operations.

N/A

3.2.2.6.1 The IAS shall provide the capability to select the
processing to be applied to data sets.

Operator User Interface
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Reqt Number Requirement Statement IAS Software Task(s)

3.2.2.6.2 The IAS shall be capable of archiving all software
and databases used in operations.

Resource Manager

3.2.2.6.3 The IAS shall be capable of storing selected data,
parameters, ancillary data, reports, and documents.

Operator User Interface

3.2.2.6.4 The IAS shall have the ability to monitor and
control processes.

Startup IAS S/W, Work Order
Scheduler, Work Order
Controller

3.2.2.6.5 The IAS shall be capable of storing selected GCPs
and GCP chips.

Geometric Processing

3.2.2.6.6 The IAS shall be capable of storing selected digital
elevation models (DEMs).

Geometric Processing

3.2.2.6.7 Deleted. N/A
3.2.2.6.8 The IAS shall be capable of storing solar spectral

and broadband radiance data.
Radiometric Processing

3.2.2.6.9 The IAS shall have the capability to write outputs
to tape.

Operator User Interface,
Resource Manager

3.2.2.6.10 The IAS shall have the capability to generate
hardcopy outputs.

Operator User Interface, Analyst
User Interface

3.2.2.6.11 The IAS shall archive selected prelaunch data,
including but not limited to sensor engineering,
ETM+ image data, alignment matrices, calibration
measurements, mirror scan profiles, FASC bi-
directional reflectance distribution function
(BRDF), etc.

Radiometric Processing,
Geometric Processing

3.2.2.6.12 The IAS shall allow the operator to select
thresholds for results and errors reported by the
IAS.

Operator User Interface

3.2.2.6.13 The IAS shall automatically generate messages
and alarms to alert the operator to IAS results and
errors that exceed selected thresholds.

Operator User Interface, Work
Order Scheduler, Resource
Manager, Ingest 0R Files,
Radiometric Processing,
Geometric Processing

3.2.2.7.1 The IAS shall generate calibration, data quality
assessment, and problem reports.

Ingest 0R Files, Ingest MOCC
Files, Radiometric Processing,
Geometric Processing

3.2.2.7.2 The IAS shall be capable of generating metadata
for all reports sent to the EDC DAAC Guide
Server.

Format Transmit Files

3.2.2.7.3 The IAS shall generate annual reports that
document calibration coefficient and performance
analysis trends.

Analyst User Interface

3.2.2.7.4 The IAS shall generate reports of anomaly
detection analyses as they are concluded.

Analyst User Interface

3.2.2.7.5 The IAS shall generate processing summaries after
each IAS activity.

Ingest 0R Files, Format
Transmit Files, Ingest MOCC
Files, Work Order Schedule,
Work Order Controller,
Radiometric Processing,
Geometric Processing
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3.2.3.1 The IAS shall be capable of calibrating the
radiometric response (absolute spectral radiance)
of each operable ETM+ detector to an accuracy of
5 percent, 1 sigma, providing all inputs are within
specification.

Radiometric Processing

3.2.3.2 The IAS shall be capable of calibrating the relative
radiometric response such that the ratio of ETM+
equivalent at-aperture radiances between any
combination of two spectral bands, excluding
band 6, shall vary less than 2 percent, 1 sigma,
over a 7-day p

Radiometric Processing

3.2.3.3 The IAS shall contribute no greater than 0.7
percent uncertainty to absolute radiometric
accuracy during the generation of Level 1R and
1G data.

Radiometric Processing,
Geometric Processing

3.2.3.4 The IAS shall be able to create systematic imagery
to a geodetic accuracy of 250 meters, 1 sigma,
providing all inputs are within specification.
Performance applies to along-track and cross-track
directions and is referenced to a nadir-viewing
geometry.

Geometric Processing

3.2.3.5 The IAS shall contribute circular errors no greater
than 1.8 meters, 1 sigma, in the production of
systematically corrected ETM+ Level 1G imagery.
This error is referenced to a nadir-viewing
geometry and excludes the effect of terrain
correction.

Geometric Processing

3.2.3.6 The IAS shall provide the capability to register
pixels from a band to the corresponding pixels of
the other bands in a common scene to an accuracy
of 0.28 sensor guide star data (GSD), 0.9p, in
along-track and cross-track directions, providing
all inputs

Geometric Processing

3.2.3.7 The IAS shall contribute error no greater than 0.11
multispectral sensor GSD, 0.9p, along-track, and
0.24 multispectral sensor GSD, 0.9p, cross-track,
in the assessment of band-to-band registration.

Geometric Processing

3.2.3.8 The IAS shall provide the capability to perform
image-to-image registration to an accuracy of 0.4
multispectral sensor GSD, 0.9p, in the along-track
and cross-track directions providing all inputs are
within specification.

Geometric Processing

3.2.3.9 The IAS shall contribute circular errors no greater
than 3.6 meters, 1 sigma, during image-to-image
registration correction of ETM+ Level 1G data.
Error is referenced to a nadir-viewing geometry
and excludes the effect of terrain correction.

Geometric Processing

3.2.3.10 The IAS shall be capable of estimating the field
angles to an accuracy of 0.18 arcsec, 1 sigma.

Geometric Processing
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3.2.3.11 The IAS shall be capable of digitally correlating
common features in separate bands of the same
image or same bands of separate images to an
accuracy of 0.1 pixel, 0.9p.

Geometric Processing

3.2.3.12 The IAS shall be capable of estimating the
alignment of the ETM+ line-of-sight to the
satellite navigation base reference to an accuracy
of 24 arcsec, 1 sigma, in all axes.

Geometric Processing

3.2.3.13 Deleted. N/A
3.2.3.14 The IAS shall be capable of generating the

equivalent of up to 10 ETM+ Level 1G
systematically corrected scenes in a 24-hour day
over the life of the mission. (NOTE: This
requirement is meant to size the maximum
capacity of the system.)

N/A

3.2.3.15 The IAS shall be capable of receiving and storing
10 ETM+ Level 0R scene products or equivalent
per day of data from the EDC DAAC.

Operator User Interface, Data
Manager, Ingest 0R Files,
Resource Manager

3.2.3.16 The IAS shall be capable of archiving test site
image data (initial, intermediate, and final
products), characterization data, calibration data,
calibration parameter files, and reports, generated
by the IAS, over the life of the mission.

Operator User Interface,
Resource Manager

3.2.3.17 The IAS shall generate monthly reports that
document the quality of 0R data and 0R products
retrieved from the EDC DAAC.

Analyst User Interface

3.2.3.18 The IAS shall provide regular calibration and
performance updates to the EDC DAAC and other
interfaces quarterly.

Analyst User Interface, Data
Manager, Format Transmit Files

3.2.3.19 The IAS shall provide an annual Landsat 7 image
quality report.

Analyst User Interface

3.2.3.20 The IAS shall have an on-line data storage
capacity of 100 gigabytes (GB) (TBR) for image
data.

Resource Manager

3.2.3.21 The IAS shall be capable of storing 68 megabytes
(MB) of GCP data (points, chips, metadata).

Geometric Processing

3.2.3.22 The IAS shall capable of storing 20 GB of
elevation data.

Geometric Processing

3.2.4.1 Deleted. N/A
3.2.4.2 The IAS shall support end-to-end testing at least

12 (TBR) months before launch.
N/A

3.2.4.3 The IAS shall be capable of supporting full
operations at launch -6 months.

N/A

3.2.4.4 The IAS shall support mission operations for a
minimum of 5 years following in-orbit checkout
(IOC).

N/A

3.2.4.5 The IAS shall operate two shifts for 7 days a week
during IOC plus 48 days (TBR).

N/A

3.2.4.6 The IAS shall be staffed during prime shift post-
IOC plus 48 days (TBR).

N/A
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3.2.4.7 The IAS shall ensure backup of all on-line data
and operations software.

Operator User Interface,
Resource Manager

3.2.4.8 The IAS shall perform calibrations, assessments,
and evaluations with frequencies specified in
Tables 3.2.4-1 and 3.2.4-2.

Operator User Interface, Data
Manager, Ingest 0R Files, Ingest
MOCC Files, Resource
Manager, Work Order
Scheduler, Work Order
Controller, Radiometric
Processing, Geometric
Processing

3.2.4.8a The IAS shall perform sensor alignment
calibrations calibrations.

Geometric Processing

3.2.4.8b The IAS shall perform band-to-band registrations. Geometric Processing
3.2.4.8c The IAS shall perform detector delay calibrations. Geometric Processing
3.2.4.8d The IAS shall perform radiometric calibrations. Radiometric Processing
3.2.4.8e The IAS shall generate calibration reports quarterly.
3.2.4.8f The IAS shall perform detector operability

assessments.
Radiometric Processing

3.2.4.8g The IAS shall perform radiometric accuracy
assessments.

Radiometric Processing

3.2.4.8h The IAS shall perform streaking and banding
assessments.

Radiometric Processing

3.2.4.8i The IAS shall perform correlated and coherent
noise assessments.

Radiometric Processing

3.2.4.8j The IAS shall perform MTF assessments. Radiometric Processing
3.2.4.8k The IAS shall perform SNR assessments. Radiometric Processing
3.2.4.8l The IAS shall perform geodetic accuracy

assessments.
Geometric Processing

3.2.4.8m The IAS shall perform geometric accuracy
assessments.

Geometric Processing

3.2.4.8n The IAS shall perform Band-to-band registration
accuracy.

Geometric Processing

3.2.4.8o The IAS shall perform Image-to-image registration
accuracy.

Geometric Processing

3.2.4.8p The IAS shall perform Image artifact assessments. Radiometric Processing
3.2.4.8q The IAS shall generate assessment reports quarterly.
3.2.4.8r The IAS shall evaluate LPS data quality. Analyst User Interface, Ingest

0R Files
3.2.4.8s The IAS shall evaluate Level 0R data and

products.
Ingest 0R Files, Radiometric
Processing, Geometric
Processing

3.2.4.8t The IAS shall evaluate Level 1R data quality. Radiometric Processing
3.2.4.8u The IAS shall evaluate PCD quality. Ingest 0R Files, Geometric

Processing
3.2.4.8 v The IAS shall generate evaluation reports on a

monthly, quarterly, and annual basis.
Analyst User Interface

3.2.4.8w The IAS shall perform selected trend analyses. Analyst User Interface
3.2.4.9 The IAS shall have the capability to maintain and

upgrade all operational software.
N/A
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3.2.4.10 The IAS shall be capable of supporting training
without impacting daily work loads.

N/A

3.2.4.11 The IAS shall provide an operational availability
of 0.85 (TBR) or better for all processing
functions.

N/A

3.2.4.12 The IAS shall support a mean-time-to-restore
(MTTR) capability of 12 (TBR) hours or better.

N/A

3.2.4.13 The IAS shall be capable of retrieving cross-
calibration data of other sensors from the EDC
DAAC.

Operator User Interface,  Data
Manager, Ingest 0R Files

3.2.4.14 The IAS capability shall be used in performing
anomaly assessment, resolution, and reporting.

Operator User Interface, Analyst
User Interface, Work Order
Scheduler, Work Order
Controller
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Table A – 2  IAS Software Tasks to IAS System Requirements.

Task Name Reqt Number Requirement Statement

Startup IAS Software 3.2.2.6.4 The IAS shall have the ability to monitor and
control processes.

Work Order Scheduler 3.2.2.5.1 The IAS shall have the capability to acquire,
develop, test, and add new algorithms and
software to improve the radiometric and geometric
properties of ETM+ data and their assessment
without impacting IAS operations.

3.2.2.5.3 The IAS shall have the capability to incorporate
new algorithms into the operational system
without impacting normal IAS operations.

3.2.2.6.4 The IAS shall have the ability to monitor and
control processes.

3.2.2.6.13 The IAS shall automatically generate messages
and alarms to alert the operator to IAS results and
errors that exceed selected thresholds.

3.2.2.7.5 The IAS shall generate processing summaries after
each IAS activity.

3.2.4.8 The IAS shall perform calibrations, assessments,
and evaluations with frequencies specified in
Tables 3.2.4-1 and 3.2.4-2.

Work Order Controller 3.2.2.5.1 The IAS shall have the capability to acquire,
develop, test, and add new algorithms and
software to improve the radiometric and geometric
properties of ETM+ data and their assessment
without impacting IAS operations.

3.2.2.5.3 The IAS shall have the capability to incorporate
new algorithms into the operational system
without impacting normal IAS operations.

3.2.2.6.4 The IAS shall have the ability to monitor and
control processes.

3.2.2.7.5 The IAS shall generate processing summaries after
each IAS activity.

3.2.4.8 The IAS shall perform calibrations, assessments,
and evaluations with frequencies specified in
Tables 3.2.4-1 and 3.2.4-2.

3.2.4.14 The IAS capability shall be used in performing
anomaly assessment, resolution, and reporting.

Data Management 3.2.1.1.2 The IAS shall receive Level 0R data, Level 0R
products, and associated ancillary data from the
EDC DAAC.

3.2.1.1.4 The IAS shall send calibration parameter files and
IAS-generated reports to the EDC DAAC.

3.2.1.2.4 The IAS shall send calibration parameter files to
the LPS.
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3.2.1.3.1 The IAS shall send requests to the MOC for the
operational acquisition of partial-aperture
calibration data, full-aperture calibration data, and
surface image data of radiometric and geometric
calibration ground sites.

3.2.1.3.3 The IAS shall send requests to the MOC for
concentrated definitive ephemeris.

3.2.1.3.4 The IAS shall send problem reports to the MOC.
3.2.1.3.5 The IAS shall send calibration parameter files to

the MOC.
3.2.3.15 The IAS shall be capable of receiving and storing

10 ETM+ Level 0R scene products or equivalent
per day of data from the EDC DAAC.

3.2.3.18 The IAS shall provide regular calibration and
performance updates to the EDC DAAC and other
interfaces quarterly.

3.2.4.8 The IAS shall perform calibrations, assessments,
and evaluations with frequencies specified in
Tables 3.2.4-1 and 3.2.4-2.

3.2.4.13 The IAS shall be capable of retrieving cross-
calibration data of other sensors from the EDC
DAAC.

Ingest MOCC Files 3.2.1.3.6 The IAS shall be capable of receiving telemetry
trend reports, spacecraft status reports, and event
schedules from the MOC.

3.2.1.3.7 The IAS shall be capable of receiving Flight
Dynamics Facility (FDF)-generated, definitive
ephemeris from the MOC.

3.2.2.7.1 The IAS shall generate calibration, data quality
assessment, and problem reports.

3.2.2.7.5 The IAS shall generate processing summaries after
each IAS activity.

3.2.4.8 The IAS shall perform calibrations, assessments,
and evaluations with frequencies specified in
Tables 3.2.4-1 and 3.2.4-2.

Ingest 0R Files 3.2.1.1.2 The IAS shall receive Level 0R data, Level 0R
products, and associated ancillary data from the
EDC DAAC.

3.2.2.3.1 The IAS shall be capable of processing payload
correction data (PCD) data to correct spacecraft
time, generate a sensor pointing model (attitude
and jitter), and calculate spacecraft position and
velocity (ephemeris).

3.2.2.4.12 The IAS shall be able to evaluate the quality of
Level 0R products. Quality checks will include but
not be limited to those listed in Table 3.2.2.4-1.

3.2.2.4.12b The IAS shall range check all but the
housekeeping parameters in the L0R Product
Payload Correction Data.
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3.2.2.4.12c The IAS shall validate scan direction consistency
in the L0R Product Mirror Scan Correction Data.

3.2.2.4.12d The IAS shall validate FHSERR/SHSERR
consistency in the L0R Product Mirror Scan
Correction Data.

3.2.2.4.12e The IAS shall validate counted line length
consistency in the L0R Product Mirror Scan
Correction Data.

3.2.2.4.12g The IAS shall validate the consistency of the
applicability date in the Calibration Parameter File
with the L0R Product image files.

3.2.2.4.12h The IAS shall validate the consistency of the
Calibration Parameter File of the L0R Product
with the IAS database.

3.2.2.4.12j The IAS shall validate scene coordinates from the
L0R Product metadata.

3.2.2.4.12k The IAS shall validate file name consistency from
the L0R Product metadata.

3.2.2.4.12l The IAS shall validate the correctness of WRS
scene parameters from the L0R Product metadata.

3.2.2.6.13 The IAS shall automatically generate messages
and alarms to alert the operator to IAS results and
errors that exceed selected thresholds.

3.2.2.7.1 The IAS shall generate calibration, data quality
assessment, and problem reports.

3.2.2.7.5 The IAS shall generate processing summaries after
each IAS activity.

3.2.4.8 The IAS shall perform calibrations, assessments,
and evaluations with frequencies specified in
Tables 3.2.4-1 and 3.2.4-2.

3.2.4.8r The IAS shall evaluate LPS data quality.
3.2.4.8s The IAS shall evaluate Level 0R data and

products.
3.2.4.8u The IAS shall evaluate PCD quality.
3.2.4.13 The IAS shall be capable of retrieving cross-

calibration data of other sensors from the EDC
DAAC.

Resource Manager 3.2.2.6.2 The IAS shall be capable of archiving all software
and databases used in operations.

3.2.2.6.9 The IAS shall have the capability to write outputs
to tape.

3.2.2.6.13 The IAS shall automatically generate messages
and alarms to alert the operator to IAS results and
errors that exceed selected thresholds.

3.2.4.7 The IAS shall ensure backup of all on-line data
and operations software.

3.2.4.8 The IAS shall perform calibrations, assessments,
and evaluations with frequencies specified in
Tables 3.2.4-1 and 3.2.4-2.
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Analyst User Interface 3.2.2.4.12a The IAS shall provide the capability to visually
check L0R Product imagery.

3.2.2.4.12I The IAS shall support validation of ACCA scores
from the L0R Product metadata through visual
inspection of the associated L0R image files.

3.2.2.4.13 The IAS shall be capable of performing a trend
analysis over any desired time interval for each
selected evaluation activity.

3.2.2.4.15 The IAS shall provide the capability to visually
inspect image data.

3.2.2.4.16 The IAS shall provide a capability that allows an
image analyst to monitor assessment processes
and results.

3.2.2.4.17 The IAS shall have the capability to review output
data, including but not limited to calibration
reports and updates.

3.2.2.6.10 The IAS shall have the capability to generate
hardcopy outputs.

3.2.2.7.3 The IAS shall generate annual reports that
document calibration coefficient and performance
analysis trends.

3.2.2.7.4 The IAS shall generate reports of anomaly
detection analyses as they are concluded.

3.2.3.17 The IAS shall generate monthly reports that
document the quality of 0R data and 0R products
retrieved from the EDC DAAC.

3.2.3.18 The IAS shall provide regular calibration and
performance updates to the EDC DAAC and other
interfaces quarterly.

3.2.3.19 The IAS shall provide an annual Landsat 7 image
quality report.

3.2.4.8r The IAS shall evaluate LPS data quality.
3.2.4.8 v The IAS shall generate evaluation reports on a

monthly, quarterly, and annual basis.
3.2.4.8w The IAS shall perform selected trend analyses.
3.2.4.14 The IAS capability shall be used in performing

anomaly assessment, resolution, and reporting.

Operator User Interface 3.2.1.1.1 The IAS shall interface with the EDC DAAC for
purposes of searching for and ordering of data
from the Landsat 7 archive.

3.2.1.3.1 The IAS shall send requests to the MOC for the
operational acquisition of partial-aperture
calibration data, full-aperture calibration data, and
surface image data of radiometric and geometric
calibration ground sites.

3.2.1.3.3 The IAS shall send requests to the MOC for
concentrated definitive ephemeris.

3.2.1.3.4 The IAS shall send problem reports to the MOC.
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3.2.1.3.5 The IAS shall send calibration parameter files to
the MOC.

3.2.2.5.1 The IAS shall have the capability to acquire,
develop, test, and add new algorithms and
software to improve the radiometric and geometric
properties of ETM+ data and their assessment
without impacting IAS operations.

3.2.2.5.3 The IAS shall have the capability to incorporate
new algorithms into the operational system
without impacting normal IAS operations.

3.2.2.6.1 The IAS shall provide the capability to select the
processing to be applied to data sets.

3.2.2.6.3 The IAS shall be capable of storing selected data,
parameters, ancillary data, reports, and documents.

3.2.2.6.9 The IAS shall have the capability to write outputs
to tape.

3.2.2.6.10 The IAS shall have the capability to generate
hardcopy outputs.

3.2.2.6.12 The IAS shall allow the operator to select
thresholds for results and errors reported by the
IAS.

3.2.2.6.13 The IAS shall automatically generate messages
and alarms to alert the operator to IAS results and
errors that exceed selected thresholds.

3.2.3.15 The IAS shall be capable of receiving and storing
10 ETM+ Level 0R scene products or equivalent
per day of data from the EDC DAAC.

3.2.3.16 The IAS shall be capable of archiving test site
image data (initial, intermediate, and final
products), characterization data, calibration data,
calibration parameter files, and reports, generated
by the IAS, over the life of the mission.

3.2.4.7 The IAS shall ensure backup of all on-line data
and operations software.

3.2.4.8 The IAS shall perform calibrations, assessments,
and evaluations with frequencies specified in
Tables 3.2.4-1 and 3.2.4-2.

3.2.4.13 The IAS shall be capable of retrieving cross-
calibration data of other sensors from the EDC
DAAC.

3.2.4.14 The IAS capability shall be used in performing
anomaly assessment, resolution, and reporting.
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Appendix B.  IAS Software Size Estimates

B.1  IAS Estimates Lines of Code

Table B-1 presents delivered source instructions (DSI) estimates for IAS software based on a
preliminary design of five IAS subsystems into software modules including the database and global
routines.  The software DSI estimates are based on a flat 100 DSI per module with 25% overhead to
account for error handling.  For 37 user interface modules, the estimate is at 100 DSI per module to
account for reduce effort due to the use of the Oracle GUI building tool.  In addition, a minimum of
500 DSIs have been added to each subsystem for analysis tools and test software.  No software size
reduction factor has been applied at this time to account for the re-use of any software building blocks
available from other projects.  The IAS software estimates will be reviewed again and refined at the
completion of the IAS detail design phase.

Table B-1.  DSI Estimates for IAS Software at Preliminary Design

IAS Software Subsystem No. of
Tasks

No of
Modules

Estimated
DSI

Process Control Subsystem 3 28 3,500

Data Management Subsystem 6 59 7,400

Radiometric Processing Subsystem – – –

Geometric Processing Subsystem – – –

Evaluation and Assessment Subsystem 4 20 2,500

User Interface – 37 3,700

Database – – 7,500

Global Routines – 6 750

Analysis Tools† – 3 1,500

Test / Diagnostics – 3 1,500

Total 28,350

† A minimum of 500 DSIs each are assumed for database, analysis tools and test / diagnostic
software for each IAS subsystem.
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Appendix C.  IAS Acronym List

ANSI American National Standards Institute

COTS Commercial Off-The-Shelf

DAAC Distributed Active Archive Center

DBMS Data Base Management System

DMS Data Management System

E&A Evaluation and Analysis

EDC EROS Data Center

EROS

ETM+ Enhanced Thematic Mapper +

FASC Full Aperture Solar Calibrator

GLC Ground Look Calibration

GPS Geometry Processing Subsystem

GUI Graphical User Interface

HDF Hierarchical Data Format

HWC Hardware Component

HWCI Hardware Configuration Item

IAS Image Assessment System

IC Internal Calibrator

ICD Interface Control Document

LPS Landsat Processing System

MMAS Martin-Marietta Astro Space

MMO Mission Management Office

MOC Mission Operations Center
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NCSA National Center for Supercomputer Applications

NDI Non-Development Item

PASC Partial Aperture Solar Calibrator

PCS Process Control Subsystem

PVCS Polytron Version Control System

RPS Radiometry Processing Subsystem

SBRS Santa Barbara Research Systems

SGI Silicon Graphics, Inc.

SWCI Software Configuration Item

UI User Interface
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